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ABSTRACT 

Heart disease is emerging as the single most critical cause of death worldwide and is one 

of the costliest chronic conditions. Despite tremendous improvements, heart diseases 

continue to impose a major burden on patients and the healthcare systems. Regardless of 

damaging complications, heart disease is the most preventable and controllable disease; 

therefore, it is important to predict and diagnose it ahead of time. Even though the latest 

diagnostic and restorative advances have now become the standard of care but, these 

modalities are invasive, require physical samples, and are relatively costly which restrains 

their use in rural areas and at public-level screening evaluations. 

After reviewing the literature and technical reports, it is found that disability and mortality 

rates by heart disease are rising. Stimulated by the increasing mortality rate incidents, a 

heart disease risk evaluation model is developed to help physicians in the early prediction 

and diagnosis. The significant non-invasive risk attributes like (Age, Systolic BP, Diastolic 

BP, BMI, Hereditary Factor, Smoking, Alcohol, and Physical Inactivity) are identified by 

the help of medical domain experts, and their reliability in the prediction of heart disease is 

investigated through different feature selection techniques. The enhancements of applying 

specific investigated techniques like Decision Tree, K-Nearest Neighbor, Random Forest, 

Support Vector Machine, and Naive Bayes to the risk factors are tested. Further, to predict 

heart disease more accurately with minimum misdiagnosis rate, the hyperparameter 

optimization is performed. 

The heart disease risk model is developed using the Jupyter notebook web application, and 

its performance is tested not only through medical domain measures like sensitivity, 

specificity, precision, misclassification rate, accuracy, AUROC, and cross-validation but 

also through the model performance measures like computational complexity and 

comprehensibility. Experimental results show that the random forest heart disease risk 
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evaluation model outperforms other heart disease risk models on the default parameter 

settings with the sensitivity of 85%, the specificity of 83%, accuracy of 84%, precision of 

85%, miss classification rate of 15.1%, and AUROC score of 85%. To increase the 

efficiency and minimize the misdiagnosis rate the heart disease risk models are optimized. 

The hyperparameter optimized results show that the random forest model supersedes other 

optimized heart disease risk models with the increase in sensitivity to 87%, specificity to 

84%, accuracy to 87%, precision to 86%, AUROC score to 86% and decrease in miss 

diagnosis rate to 13%. The heart disease risk feature combination subset [systolic BP, 

Diastolic BP, Age, BMI, and Heredity] showed the highest scores using random forest 

with sensitivity of 72%, specificity of 78% and accuracy of 78.9%. The simulation results 

of the developed heart disease risk evaluation model show that it outperforms the existing 

risk evaluation models with admirable predictive accuracy and prove its usefulness in the 

initial prediction and examination of heart disease. 

The developed non-invasive heart disease risk evaluation model would help medical 

practitioners and would give patients a warning about the probable presence of heart 

disease even before he/she visits a hospital or goes for costly medical checkups. The 

model is usable where people do not have the advantage of integrated primary healthcare 

technologies for early prediction. The heart disease rules generated by the model are 

evaluated and validated by various medical domain experts. The extracted heart disease 

diagnostic rules are suggestive but not definitive as they are based on the specific ethnicity 

(Kashmir). Although this research develops a low-cost heart disease risk evaluation model 

using data mining techniques on novel non-invasive risk attributes combination; however, 

additional research is needed to understand newly identified discoveries about the disease. 
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CHAPTER 1 

 

Introduction 

 
 

1.1 Background and Motivation 

 

In recent years, the foremost reason for mortality and disability has shifted from infectious 

diseases to chronic diseases such as cancer, diabetes, and heart diseases. This move from 

infectious diseases to chronic diseases is called the „epidemiologic transition.‟ At any given 

time, various countries of the world or even different regions within a country are at the 

epidemiologic transition [1]. The global health data demonstrate that heart diseases are the 

major source of death, with 17.3 million fatalities each year [2]. The death ratio is expected to 

rise to 23.6 million by the year 2030 [3]. Global health societies report that heart and 

respiratory diseases are the major sources of death in different countries [4] [5] [6].  

Regardless of being among the most widespread chronic condition leading to a large 

percentage of disability and mortality across the globe, it is recognized as among the most 

avoidable and controllable diseases [7]. Initial identification of cardiac disorder victims can 

benefit from recuperating patients‟ health and diminishing the death ratio [8]. The World 

Health Organization (WHO) reported that initial prediction and treatment of heart disease 

decreases advancement to critical conditions and complexities [9].  Hence there is a critical 

demand for accurate systematic tools that can recognize patients at severe risk and provide 

knowledge for initial prediction [10] [11]. Different researchers use data mining techniques in 

health care industries to support health care professionals in diagnosing heart disease at its 

initial stages. 

 

1.2 Heart Disease Overview 

 

There have been various attempts to define disease but articulating a satisfactory definition of 

disease is surprisingly difficult. The disease can loosely be defined “as a condition of the body 
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or some part or organ of the body in which its functions are disrupted or deranged” [12]. Heart 

disease is a significant death reason in all low, middle, and high-income countries and is 

the foremost source of death for both men and women [13] [14]. “Heart disease is an umbrella 

term for any disorder that affects the heart. Diseases under the heart disease umbrella include 

Coronary Artery Disease (CAD), arrhythmias, congenital heart defects, among others. Heart 

disease is often used interchangeably with cardiovascular disease”(CVDs) [15] [16]. It occurs 

when coronary arteries become narrowed by a build-up of plaque. The plaque (atheroma) is an 

accumulation of cholesterol, fat, and other substances that result in the reduction of the blood 

supply to the heart over time [17] [18]. The pain perceived from such narrowing of blood 

vessels can lead to stroke, angina, or heart attack [19] [20]. The symptoms associated with 

heart disease vary from one type of heart disease to another, but generally include the 

common symptoms like discomfort in the arms, elbows, left shoulder, jaw or back, anxiety or 

distress in the center of the chest [21]. 

This chapter presents an outline of heart disease and its mortality rates. The global burden of 

heart disease, its recognition and diagnosis, and its risk evaluation are also explained. 

Afterward, in this chapter, the data mining overview, data mining as a step in knowledge 

discovery in data, data mining applications in health care, statement of the problem, research 

objectives and finally thesis outline are discussed. 

 

1.2.1 Heart Disease Mortality Rates 

 

Heart Disease is listed as an underlying reason for death in the general population of both the 

developing and advanced countries. WHO reported that heart disease death rates are 

uniformly disseminated among men and women with 3.8 and 3.4 million deaths [2]. Different 

health organizations report heart diseases are the foremost reason for mortality in different 

countries and continents. The British Heart Foundation (BHF) reported that heart disease 

causes 26% of all deaths in the UK [22]. “The Australian Bureau of Statistics (ABS) presented 
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that heart and circulatory diseases are the primary reason for mortality in Australia, resulting 

in 33.7% of total deaths [23] [24] [25] [26]. The Economic and Social Commission of Asia 

and the Pacific (ESCAP 2010) report that 1/5th of Asian countries are afflicted with non-

communicable diseases like cancer, heart diseases, and chronic respiratory diseases” [27].  

Statistical health reports of different regions show varying mortality rates by heart disease. 

The East Asia and Pacific region accounts for 35.2% of all deaths in the region half of those 

deaths resulted from ischemic heart disease [28] and in the Middle East and North Africa 

regions 47% of all deaths are due to heart disease [11]. Similarly, in South Asia, heart disease 

is the foremost reason for deaths accountable for 10.6% of total reported fatalities [29] and 

Sub Saharan Africa in Western Africa reported that 13% of all deaths were due to CVD [30] 

[31].  Similarly, Eastern Europe and Central Asia, Latin America and the Caribbean and 

developed countries like Asia-Pacific, Australasia, Western Europe, and North America 

regions showed that heart disease dominates among circulatory diseases [32] [33]. The global 

health statistical reports show that heart diseases are the contributing source of death in all 

countries regardless of their income. 

 

1.2.2 Global Burden of Heart Disease 

 

Heart disease is a significant global problem that has substantial consequences at many stages: 

individual mortality and disability, family suffering, and stunning economic expenses. The 

burdens of heart disease are diverse, which are explained as follows: 

The British Heart Foundation (BHF) estimates that the cost of heart disease in the UK is 9 

billion pounds per year.” This economic cost includes costs associated with premature death 

and disability caused by heart diseases [24]. The annual expenditure of stroke and heart 

disorder in the United States is estimated at 312.6 billion dollars, and by 2035; the cost will 

skyrocket to 1.1 trillion dollars [10]. In China, annual expenses of heart diseases are more than 

$40 billion or approximately 4% of Gross National Income (GNI) [34]. South Africa spends, 
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2% to 3% of GNI on the cure of heart disease, which is approximately equivalent to a quarter 

of South African primary care costs [11]. Globally, the health care expenditures of heart 

disease for the year 2001 were estimated at $370 billion U.S dollars; which represents roughly 

10% of total global health care expenses for that year [32] [35]. Similarly, in the Eastern 

European region, the hypertension costs were estimated at nearly 25% of total medical care 

costs [13] [14]. 

The American Heart Association (AHA) built up a methodology to predict future expenditures 

of medical management for High Blood Pressure, Coronary Artery Disease (CAD), Stroke, 

Angina and other forms of CVDs [35]. The proposed methodology showed that by the year 

2030, 40.8% of the U.S. population is predicted to have some form of heart disease. Between 

the years 2013 and 2030, total healthcare costs of heart disease are forecasted to escalate from 

320 to 818 U.S billion dollars. These reports specify that heart disease prevalence and 

expenditures are forecasted to rise considerably. These reports also show that heart disease 

epidemic has a considerable effect on the world and is one of the dominant health and 

development challenges in terms of both the human suffering they induce and the loss they 

impose on the socioeconomic foundation of countries [36] [37]. After recognizing the social, 

economic, and public health effects of heart disease, it is important to be diagnosed at early 

stages and delay in taking action will result in worsening of the situation [38]. 

 

1.2.3 Heart Disease Recognition and Diagnosis 

 

Heart Disease is identified as among the most preventable and controllable disease. At least 

80% of heart disease could be avoided by taking a healthy diet, doing regular physical 

activity, and restraining smoking [39] [40]. The general population dying from heart disease 

has some common key risk factors that are influenced by lifestyle [41]. The fundamental aim 

of heart disease detection and prevention is to maintain a strategic distance from the disease 

and to intrude on the improvement of the disease. Heart disease prevention activities are 
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performed at three different levels, like primary prevention, secondary prevention, and tertiary 

prevention [42]. Primary prevention is concerned with healthy people and how to reduce the 

risk factors that could result in a disease's occurrence [35]. Secondary prevention is concerned 

with the risk factors and early disease detection, increasing the probability of successful 

medical treatments. Tertiary prevention is concerned with the medical treatment of the disease 

and controlling the risk factors [17] [43]. 

Primary and secondary preventions are two important factors in controlling heart disease. 

Primary prevention plays a crucial role in controlling the effects of heart disease. Untimely 

diagnosis of heart disorder victims can help in recuperating patients‟ wellbeing and 

diminishing the death rate [17].  

American Heart Association (AHA) reports that 11.4 million heart disease deaths in between 

the age group of 30-69 years and 15.9 million heart disease mortalities between individuals 70 

years and older could be prevented in the year 2025 if objectives like cessation of tobacco and 

alcohol, decreasing salt intake, controlling obesity and lowering blood pressure are met [10]. 

The WHO reported that prior identification and treatment of heart disease are determined to 

decrease progression to critical and expensive illnesses and problems. So to achieve this 

objective of the initial prediction and treatment of the cardiac disorder, there is a fundamental 

requirement for a correct and systematic tool that classifies those victims who are at an 

elevated risk of heart condition [39]. 

Secondary level preventions can be identified by several heart disease tests such as ECG 

(Electrocardiogram), Coronary Angiography and Exercise Stress tests, etc. However, these 

physical examinations are expensive and need complicated types of equipment and a visit to a 

healthcare facility for risk detection. Unfortunately, it is supposed that 82% of the 

forthcoming rise in heart disorder fatality will take place in Lower-and-Middle-Income-

Countries (LMICs) [12]. The economic circumstances of LMICs tend to limit the availability 

of the sophisticated equipment and medical facilities needed to meet the demand for heart 
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disease diagnosis. Because of insufficient resources, identifying low-cost prevention 

approaches is a primary preference. Using Community level screening tests to identify 

persons at higher risk is a well-incorporated secondary prevention procedure and would be 

proved cost-effective in LMICs [44]. 

 

1.2.4 Heart Disease Risk Evaluation 

 

Even though a large percentage of heart diseases are controllable, but they continue to 

advance because preventive methods are insufficient. As the magnitude of heart disease 

continues to accelerate globally, the need for health maintenance and screening tests in 

pharmacies is required to help to enhance patients‟ health care. Public-level screening tests 

can help in untimely prognosis and examination of heart disease [28]. Although the newer 

diagnostic technologies are utilized for the initial prognosis of heart condition, however, these 

tests are costly and can't be utilized as community-level screening tests. Hence there is a need 

to find less expensive tests to be conducted as a community-level screening test [36].  

If we are to reduce the rising burden of heart disease, it is critical to recognize its underlying 

risk factors that drag the world to the unfavourable situation [45]. It is widely accepted that 

the risk factors like Age, harmful intake of alcohol, unhealthy diet, smoking, and physical 

inactivity are the significant risk features of heart disease [46] [47] and continuing exposure to 

these risk features results in raised Hypertension [48], diabetes [49],  Dyslipidaemia [50], 

Obesity [51] and Stroke [52]. 

Many risk prediction tools are widely available like The Reynolds Risk Score [53], 

Framingham Heart Disease Risk Evaluation Tool [54] [55], the Australian Absolute 

Cardiovascular Risk Calculator [56], etc, however, all tools result in risk predictions that are 

less appropriate and also require prior blood sample examinations, an invasive and relatively 

costly process, which reduces their usability in other than medical settings. Hence, there is a 

need to simplify these tests and use only non-invasive risk attributes for the early prognosis of 
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heart disease victims. The use of entirely non-invasive features in heart disease risk 

calculation has not been examined before. Furthermore, if non-invasive features demonstrate 

substantial achievement in the risk assessment of cardiac disorder cases, then this analysis 

would be of immense benefit to the initial prognosis of heart disease. 

 

1.3 Data Mining Overview 

 

Several researchers agreed that data mining is a multidisciplinary area and can be defined 

from different perspectives. According to [57], “Data mining is the process of discovering 

meaningful new correlations, patterns, and trends by sifting through large amounts of data 

stored in repositories, using pattern recognition technologies as well as statistical and 

mathematical techniques.” Researchers like [58] added that “data mining is an 

interdisciplinary field bringing together techniques from machine learning, pattern 

recognition, statistics, databases, and visualization to address the issue of information 

extraction from large databases.”  Similarly, [59] describes data mining as “a process of 

nontrivial extraction of implicit, previously unknown and potentially useful information from 

the data stored in a database.” Researchers [60] defined data mining “as an attempt to discover 

hidden patterns where these patterns are difficult to detect with traditional statistical 

methods.” These definitions allow us to conclude that data mining is the extraction of useful 

knowledge from a tremendous quantity of raw data to identify deeply hidden interesting and 

valid patterns, relationships, and knowledge.  

 

1.3.1 Data Mining as a Step in Knowledge Discovery from Data” 

 

Researchers define data mining in various perspectives some researchers‟ describe data 

“mining as a synonym for Knowledge Discovery from Data (KDD), however other researchers 

characterize data mining as simply a fundamental step in KDD. Below given figure1.1 shows 

the knowledge discovery in databases as an iterative series of following steps [59]. Data 

cleansing and integration is the first step in KDD that is applied to remove the noise and 
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correct inconsistencies in data, while data integration combines data from heterogeneous 

sources into a coherent data store.  

The second step is data selection and transformation in which the suitable data is extracted 

from the data store for the analysis purpose and then consolidated and transformed into forms 

appropriate for mining purposes by performing the summarization or aggregation techniques.  

The third step is data mining, where insightful methods are applied to mine data patterns. The 

fourth step is pattern evaluation that identifies the most appealing patterns signifying 

knowledge based on interestingness measures.”  

The final step in the KDD process is knowledge representation, where visualization and 

knowledge representation methods are utilized to provide mined knowledge to users [59]. 

Data mining is predicted to be the most innovative advances of the next decade because it  

becomes more widespread every day in a large range of applications [61].  

 

 Figure 1.1 The Process of Knowledge Discovery in Data [Han and Kamber] 
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1.3.2 Applications of Data Mining in Healthcare” 

 

Because of the extremely application-driven subject, data mining has seen extraordinary 

achievements in various disciplines. Data mining is growing successfully in the extensive 

scope of applications such as web mining, business intelligence, load forecasting, diagnosis, 

marketing and sales, oil refinement and screening images [62] [63] [64]. Data mining in health 

care is a rising area of high significance for providing prediction and diagnosis [65] [66] [67]. 

Data mining applications in health care incorporate the investigation of health care institutes 

for improved health strategy-formulation and avoidance of hospital failures, initial prevention, 

and detection of diseases and unnecessary hospital deaths, more value for money and cost 

savings in health care delivery, and recognition of fraudulent insurance claims [68].  

Healthcare data mining has the extraordinary capability for investigating the concealed 

patterns in the datasets of the medical domain. “The most important challenge presented by 

health and medicine is to build up a technology that can present trusted hypotheses based on 

measures that can be relied upon in medical health research and applied in a clinical 

environment [69].” The discovery of various theoretical implications from training datasets is 

a difficult process; even the best experts are overwhelmed by the accumulated data.” Hence 

data mining is used to benefit health professionals in decision making [70].  

“Researchers are using data mining techniques in diagnosing numerous diseases such as 

diabetes [71], Stroke [72], Cancer [73], and Heart Disease [74]. The future of health care may 

strongly rely on using data mining to reduce health care expenditures, determine treatment 

strategies and best practices, evaluate efficiency, detect fraudulent insurance and medical 

claims, and ultimately, improve the standard of patient care.” 

 

1.4 Statement of the Problem  

 

Heart disease is the most widespread chronic condition leading to a tremendous rate of 

mortality all over the world; however, its early prediction can benefit in recouping patients‟ 
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health and decrease the fatality percentage. Based on the death rates, disability, and cost, there 

is an essential requirement for an accurate systematic tool for the diagnosis of heart disease. 

To diagnose heart disease at its early stages with low-cost, the screening tools are used, but 

those tools require prior blood sampling, which is an invasive and costly process. 

Consequently, there is a requirement to rationalize the risk features and build an accurate data 

mining model that can be utilized for public-standard screening to recognize patients at a high 

risk of heart disease and produce knowledge to facilitate initial intervention and enhance 

patient‟s health. 

 

1.5 Objectives  

 

The objectives of this research are as follows: 

 

i. “Review the literature about heart disease prediction using data mining techniques to fill 

the identified research gaps.” 

ii. To study and analyze the non-invasive heart disease risk features and their importance in 

predicting the disease. 

iii. “Develop the heart disease risk evaluation model to recognize patients at elevated risk of 

heart disease and provide information to enable early intervention.”” 

iv. To analyze the heart disease risk evaluation model‟s efficiency using various metrics. 

v. To validate the proposed heart disease risk evaluation model through benchmark heart 

disease datasets, with domain experts‟ knowledge. 

 

1.6  Thesis Outline 

 

The thesis is divided into six chapters: 

Chapter 1 is an introductory chapter that discusses the background of the research work. It 

starts with an overview of heart disease, its mortality rates, and the global burden. This 

chapter discusses the recognition of heart disease, heart disease diagnosis and risk evaluation. 
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This chapter also explains data mining applications in healthcare systems, statement of the 

problem, and objectives of the research work. 

Chapter 2 discusses a detailed systematic literature review of heart disease prediction and 

detection using different data mining techniques. 

Chapter 3 discusses the feature selection methods which are applied to search the significant 

non-invasive subset of risk attributes for the early prediction of heart disease. This chapter 

applies different data mining techniques like Random Forest, Naive Bayes, K Nearest 

Neighbor, Support Vector Machine and Decision Tree to see whether these techniques will 

help medical professionals in early prediction of disease which would result in a reduction to 

severe and costly illness and complications. The developed risk models' performance is 

measured through medical and model metrics like the confusion matrix, AUROC Curve, 

model complexity, model comprehensibility, etc. Finally, the chapter is concluded by 

discussing the significance of non-invasive heart disease risk attributes.  

Chapter 4 describes the data mining tasks and techniques. “In this chapter, the data mining 

classification techniques like Random Forest, Decision Tree, K Nearest Neighbor, Support 

Vector Machine and Naive Bayes techniques are discussed to predict and detect heart disease 

at its initial stages. This chapter discusses the procedure of how the heart disease risk 

evaluation model is developed on the Jupyter Notebook Web Application.” The performance 

measurement of the developed model is estimated through different evaluation 

techniques.  The experimental results of the proposed techniques are explained, and the 

comparison among them is discussed. Experimental outcomes show the Random Forest heart 

disease model outperforms other proposed and prevailing models. Finally, the chapter is 

concluded by discussing the bias and variance errors of the predictive model. 

Chapter 5 presents an introduction to hyperparameter optimization and its techniques. It 

discusses how to optimize the proposed model to improve model accuracy. In this chapter, the 
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comparison among hyperparameter optimized models is also performed, and the performance 

evaluation comparison between heart disease risk models with the default and 

hyperparameters is also discussed. The optimal sets of rules generated for heart disease risk 

assessment are explained. This chapter describes the significance of different combinations of 

risk attributes for cardiac disorder diagnosis. Finally, the evaluation components of the Heart 

disease expert system are discussed, and the developed risk evaluation model is presented. 

Chapter 6 describes the conclusion and future work of the research. This chapter also 

summarizes the key questions like important attributes in the heart disease risk assessment, the 

importance of non-invasive risk features for the evaluation of cardiac disease. Finally, the 

research limitations are discussed along with future work. 
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CHAPTER 2 

Literature Review 

 

This chapter outlines the seminal contributions made by various researchers for the 

development of heart disease risk assessment models using different data mining techniques. 

This chapter also highlights the importance of early prognosis and identification of heart 

disease. Finally, the research gaps found in the prevailing literature are discussed. 

 

2.1  “Predicting Heart Disease Using Different Data Mining Techniques” 

 

“In recent times, researchers made decisive contributions to heart disease disorder 

identification using various data mining tasks and techniques. Many researchers build heart 

disease risk models using the divergent data sets, different machine learning algorithms, 

various data mining approaches, and numerous tools which are explained as follows:” 

  

2.1.1 Predicting Heart Disease Using Supervised Tasks 

 

“In predictive tasks, the objective is to predict the value of a particular attribute based on the 

values of other attributes. The attribute to be predicted is commonly known as the target or 

dependent variable, while the attributes used for making the prediction are known as the 

explanatory or independent variables” [59].  Following researchers use the supervised data 

mining techniques to predict the cardiac disorder:” 

Colombet et al. (2000) used Classification and Regression Tree (CART) and Multilayer 

Perceptron (MLP) data mining algorithms to diagnose cardiovascular risk from a real dataset 

consisting of 15,444 instances [75]. The dataset is randomly divided into a training set of 

(10,296) instances and a test set of (5,148) instances. Researchers‟ evaluate the developed risk 

model's performance using different performance measurements based on the test dataset. The 

implementation criteria, explicative criteria, and discriminative performance criteria are 
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considered based on ROC analysis. Researchers analyze the ROC curve using the ROCKIT 

software. The experimental results demonstrate that the MLP predictive ability in diagnosing 

heart disease is higher than the CART. 

Yan et al. (2003) designed a predictive cardiac disorder risk decision support system using a 

Multilayer Perceptron Neural Network [76]. “The proposed decision support system is trained 

using a back-propagation algorithm augmented with the momentum term, the adaptive 

learning rate, and the forgetting mechanics. A total of 352 medical records have been used to 

train and test the system.” Researchers evaluate the performance of the developed risk 

evaluation model using three different evaluation methods like cross-validation, holdout and 

bootstrapping. The experimental outcomes demonstrate that the heart disease risk evaluation 

model based on MLP has great capability to classify five different types of cardiac disorders 

with strong predictive approximation. 

Noh et al. (2006) used data mining classification techniques to diagnose “Coronary Artery 

Disease (CAD) under the framework of ECG patterns and clinical investigations by analyzing 

Heart Rate Valve (HRV) from ECG [77]. The proposed method is an associative classifier 

based on the efficient FP-growth method by using a cohesion measure for pruning redundant 

rules. The dataset of 670 patients is used for the associative classifier, which utilizes multiple 

rules and pruning, and biased confidence (or cohesion measure). Using medical domain 

experts‟ knowledge researchers categorize patients as affected by CAD or as normal based on 

the stenosis of the luminal narrowing. Researchers used the stratified 10 fold cross-validation 

on the dataset and evaluated the performance of the developed model using different 

performance measurements like precision, F-measure, Recall, and Root Mean Square Error 

(RMSE). Results demonstrate that the proposed classifier outperformed other classification 

algorithms for the diagnosis of CAD. 

Palaniappan and Awang (2008) developed a risk evaluation model using Decision Tree, 

Neural Network, and Naive Bayes data mining techniques [78]. The developed risk evaluation 
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model can extract interesting hidden patterns related to cardiac disorder and can answer 

intricate questions in which existing risk assessment tools fail. Researchers‟ obtain a small 

dataset from the Cleveland heart disease database consisting of a total of 909 instances with 

15 medical risk features. The risk evaluation model is developed on the .NET platform, and 

for communication, the Data Mining Extension (DME) query language and functions are 

used.  The performance of the developed risk evaluation model is checked through, the lift 

chart and classification matrix are used to check which model gave the highest percentage of 

correct predictions for diagnosing heart disease patients. From experimental results, it is found 

that the Naive Bayes risk evaluation model outperforms the Neural Network and Decision 

Tree models. 

Shouman, Turner, and Stocker (2011) developed a novel classification model for the early 

prediction of heart disease patients using the decision tree technique [79]. While developing 

the risk evaluation model researchers integrate multiple classifiers voting technique with 

different multi-interval discretization methods like (equal frequency, chi-merge, equal width, 

and entropy) using different decision tree variants like (Gini Index, Gain Ratio and 

Information Gain). The heart disease decision rules are extracted, and then the efficient sets of 

rules are selected by using the reduced error pruning technique.  The developed model 

obtained the highest accuracy of 79.1% on the configuration of equal width discretization 

information gain decision tree without voting. After applying the voting technique, the equal 

frequency discretization gain ratio achieved the highest accuracy of 84.1%. 

Rani (2011) developed a robotic and reliable risk assessment model using the Neural Network 

algorithm [80]. The risk model extracts the proficient and reliable classification rules from the 

Cleveland heart disease dataset. The model is trained using Feed Forward Neural Network and 

Back-Propagation learning algorithm with momentum and variable learning rate. The 

performance of the network is analyzed through, huge test data, which is given as input to the 

network. Parallelism is implemented at each neuron in all the hidden and output layers to 
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speed up the learning process. The experimental results proved that the Neural Network 

technique provides satisfactory results for the classification task. 

Kumari and Godara (2011) analyzed RIPPER, Decision Tree, Artificial Neural Networks, 

and Support Vector Machine algorithms on cardiovascular disease datasets [81]. Researchers 

use the Cleveland heart disease dataset having 303 records with 14 attributes and test it on the 

WEKA tool. An attribute selection algorithm is applied to pre-process the dataset, which 

resulted in 296 total records for data mining classification technique. Researchers use various 

performance measures like Accuracy, Specificity, Sensitivity, Precision, Error Rate, and 

AUROC to check the performance of the model. Results show that SVM model outperforms 

other classification algorithms in all parameters Sensitivity, Specificity, Accuracy, and Error 

Rate. Also on ROC space point, an SVM model is closer to perfect point (0.1) than other 

models, which shows SVM to be the best predictor of Heart disease. 

Shouman, Turner, and Stocker (2012) developed a K Nearest Neighbor risk evaluation 

model using the Cleveland heart disease dataset to detect cardiac disorder patients well in 

advance with optimal accuracy [82]. Initially, the value of K is set to 1 and then iteratively 

incremented till the upper limit of 13 and when k=7 the highest accuracy and specificity of 

97.4% and 99% are achieved respectively. In this work, researchers discovered that applying 

the voting technique did not show any progress in the precision even after estimating different 

values of parameter k. 

Chaurasia (2013) developed a novel cardiac disorder detection model using different 

classification algorithms ID3, CART, and Decision Table [83]. The developed predictive risk 

model is trained and tested on the standard Cleveland Heart Disease dataset that consists of 11 

significant disease risk features. After analyzing the heart disease dataset, it is executed on the 

WEKA tool. The performance of the risk evaluation model is checked through various 

performance measures. Researchers‟ used 10-fold cross-validation to minimize bias and to 

improve efficiency. To better understand the importance of each individual input variable for 
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heart disease prediction, Chi-Square, Info-Gain, and Gain Ratio tests were conducted. 

Experimental results demonstrate that CART outperforms Decision Table and ID3 classifiers 

with the highest accuracy and minimum error rate; however, the developed models time 

complexity increases. 

Al-Milli (2013) developed a cardiac disorder risk prediction model using the back-

Propagation Neural Network algorithm [84]. The researcher uses the Cleveland benchmark 

dataset consisting of 13 medical attributes and MATLAB tool to build the risk model. After 

parameter settings, the experiments were run 10000 iterations. In the MATLAB tool, the risk 

evaluation model is executed 11 times; however, each run provided varying results. From the 

experimental results, it is found that when the model was executed 10
th
 time, the highest 

variance from the training and testing process was achieved.  The researcher used the box plot 

representation to illustrate the distribution of solution quality for training and testing datasets. 

In both cases, there is less dispersion of the output data, which demonstrates that it is a robust 

algorithm. The experiments conducted showed optimal performance compared to similar 

approaches of state of the art.  

Masethe Hlaudi and Masethe Mosima (2014) designed a model to predict and classify heart 

attacks by using J48, Naive Bayes, Simple CART, REPTREE, and Bayes Net data mining 

algorithms [85]. The patient dataset used to build the heart disease model is collected from the 

health care professionals in South Africa that have 490 instances and 11 attributes. They use 

the WEKA tool for the prediction of heart disease. Researchers applied the stratified 10-fold 

cross-validation on the dataset for estimating the unbiased results. From the experimental 

results, it is found that the results did not provide any remarkable differences in heart disease 

prediction when different classification algorithms were applied. 

Ngueilbaye, Lei, and Wang (2016) used Naive Bayes and Support Vector Machine 

classification algorithms for the initial prediction of cardiac disorder patients [86]. To check 

the performance of the applied classifiers, researchers used various measures like probability 
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and classification accuracy. Experimental results show that the Naive Bayes algorithm 

outperforms the SVM model. The small dataset of 315 instances was collected from different 

hospital databases. 

2.1.2 Predicting Heart Disease Using Unsupervised Tasks 

In Descriptive Tasks, the objective is to derive patterns (correlations, trends, clusters, 

trajectories, and anomalies) that summarize the underlying relationships in data. Descriptive 

data mining tasks are often exploratory and frequently require post-processing techniques to 

validate and explain the results [59].” The following researchers used different unsupervised 

data mining techniques to predict heart disease at its earliest: 

Nguyen and Davis (2007) proposed KMIX (an improved form of K-Means Clustering) 

algorithm for the early prediction of cardiovascular disease [87].  The noisy heart disease 

dataset is cleaned through pre-processing techniques. The cleaned dataset having 341 

instances and 19 vital heart disease features are then used to develop the model. The 

continuous-valued numerical attributes are transformed into the range [0,1] using the linear 

transformation method, and Boolean data is transformed into a discrete number text form. 

Using the WEKA tool, Sensitivity and Specificity are used to check the performance of the 

algorithm. Experimental results show that KMIX outperformed the K-Means algorithm with a 

sensitivity of 0.25 and a specificity of 0.89. Hence it can be seen that the performance of the 

KMIX clustering algorithm is appropriate for diagnosing the CVD patients. 

Patil and Kumaraswamy (2009) developed an efficient approach for cardiac disorder prediction 

using a K-Means clustering algorithm [88]. The risk model is developed in Java on the heart 

disease dataset, which is obtained from the UCI machine learning repository. “Researchers 

used the Maximal Frequent Itemset algorithm to mine the frequent patterns that are most 

appropriate for heart disease.” After deriving the frequent heart disease risk patterns, the 

weights assigned to the patterns are calculated, and the pattern with a significant weight 
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higher than a predefined threshold value is used for the early detection of heart disease 

patients. The significant weighted patterns are pruned and verified by medical domain experts. 

 

Shouman, Turner, and Stocker (2012a) demonstrated the efficiency of the K- Means Clustering 

technique in improving Naïve Bayes for the initial prediction of cardiac disorder patients [89]. 

Due to the inbuilt limitation of the Naive Bayes algorithm to deal with continuous attributes, 

the equal frequency discretization method is used to convert them into the discrete ones. To 

get the unbiased results, researchers divided the dataset into training and testing sets using the 

stratified 10 fold cross-validation. Researchers use the Cleveland heart disease dataset that 

consists of 297 instances with 13 medical risk attributes. “Different methods of Initial 

Centroid Selection like Range, Inlier, Outlier, Random Attribute Values, and Random Row 

Methods are applied for the prediction of heart disease patients.  

Experimental results demonstrate that integrating K-Means Clustering with Naïve Bayes using 

different Initial Centroid Selection enhanced the Naïve Bayes accuracy in predicting heart 

disease patients. Results show that the Random Attribute and Random Row Methods achieved 

higher accuracy than Inlier, Outlier, and Range methods with two clusters. The best accuracy 

achieved is by two clusters Random Row Initial Centroid selection method. However, 

increasing the number of clusters of the Random attributes and Random Row Initial Centroid 

selection methods did not show any” enhancement in their accuracy in the diagnosis of heart 

disease patients.” 

 

2.1.3 Predicting Heart Disease Using Hybrid Data Mining Techniques” 

 

“A combination of two or more methodologies within a design of single system results in a 

hybrid system. Hybrid systems extract the best from all methodologies and provide an optimal 

solution for the disease diagnosis.”The following researchers use different hybrid data mining 

techniques to predict the heart disease at its initial stages: 
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Parthiban and Subramanian (2007) “developed an intelligent heart disease prediction model 

on the Cleveland heart disease dataset using Coactive Neuro-Fuzzy Inference System 

(CANFIS) [90].” “The proposed CANFIS model integrates adaptable fuzzy inputs with a 

modular Neural Network to rapidly and accurately approximate complex functions. To 

improve the learning capability of the CANFIS model, the Genetic algorithm is used to search 

for the best number of Member Function for each input and optimization of control 

parameters. The genetic algorithm combines selection, crossover, and mutation operators to 

find the best solution to a problem by searching until the specified criterion is met.” The 

developed heart disease model acquired very less MSE (Mean Square Error). 

Polat, Sahan, and Gunes (2007) proposed a novel system for the early prediction of cardiac 

disorder using the Artificial Immune Recognition System (AIRS) classifier with a fuzzy 

resource allocation mechanism [91]. Researchers firstly applied the K-NN based weighting 

process to the heart disease dataset and scaled the weights in the range of (0 and 1). “Once this 

preprocessing step is completed, the Fuzzy-AIRS algorithm is applied to the weighted heart 

disease dataset. Researchers obtain the heart disease dataset (containing 13 attributes and 270 

instances) from the UCI Machine Learning Database.”” In applications of the system, the heart 

disease dataset is classified for different values of k like 10, 15, and 20, which is used as the 

K-NN pre-processing step. The highest classification accuracy is reached when the value of k 

is 15. “The obtained classification accuracy result of the proposed system is 87%, and it is 

very promising concerning the other classification applications. The results strongly suggest 

that K-NN weighted pre-processing and fuzzy resource allocation mechanism with AIRS can 

assist in the prediction of cardiac arrhythmias.”  

Tsipouras et al. (2008) predicted the CAD by developing the Fuzzy rule-based model [92]. 

Researchers used the heart disease dataset, which consists of demographic, historical, and 

laboratory data of 199 instances and 19 attributes. The random stratified 10-fold cross-

validation is applied to the dataset to get the unbiased results. The performance of the 

developed model is checked through different performance evaluation measures. 
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Experimental results show the Sensitivity and Specificity of 62% and 54%, on decision tree 

rules. “The average Sensitivity and Specificity increase to 80% and 65%, respectively, when 

the Fuzzification and optimization stages are used.” 

Tu, Shin, and Shin (2009) developed a predictive cardiac disorder risk model using the 

Bagging with Naive Bayes, C4.5, and Bagging with C4.5 classifiers. “Researchers use live 

datasets collected from patients with heart disease. The bagging algorithm tries to neutralize 

the instability of learning techniques by simulating the process using a given training set [93]. 

Instead of sampling a new training dataset each time, the original training data is modified by 

deleting some instances and replicating others. Researchers carried out three different 

experiments on the WEKA tool. Experiment1 used the Decision tree algorithm, experiment2 

used the Bagging with decision tree with a reduced error pruning option, and experiment3 

used the Bagging with Naive Bayes algorithm. For each experiment, 10-fold cross-validation 

is used to minimize the bias produced by random sampling of the training and test data 

samples.” Experimental results demonstrate that the Precision, Recall, and F-measure of 

bagging with Naïve Bayes, showed the optimal performance among the tested methods.  

Das, Turkoglu, and Sengur (2009) developed an efficient Neural Networks ensemble model 

to predict heart disease at its earliest [94]. Researchers used the ensemble component to create 

new models by combining the posterior probabilities from multiple predecessor models. This 

newly developed risk model is then used to score new unseen data. Researchers use the SAS 

enterprise miner 5.2 to create a Neural Networks ensemble-based methodology for early 

prediction of heart disease. On the Cleveland, heart disease database having 297 instances and 

14 attributes, 89.01% classification accuracy is obtained from the experiments. Researchers 

use the variable selection component to decrease the number of inputs by configuring the 

condition of the input variables as rejected.   

Anbarasi, Anupriya, and Iyengar (2010) developed a risk model to accurately predict the 

existence of heart disease with a fewer number of attributes [95]. The genetic algorithm is 
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incorporated to determine the attributes which contribute more towards the diagnosis of heart 

ailments. “Three classifiers like Naive Bayes, Classification by Clustering and Decision Tree, 

are used to diagnose heart disease patients. Observations exhibit that the Decision Tree 

technique outperforms the other two data mining techniques after incorporating feature 

subset-selection with relatively high model construction time. Experiments were conducted 

with the WEKA tool on a dataset of 909 instances. The genetic search for an optimal set of 

attributes starts with zero attributes, an initial population, and randomly generated rules. The 

generation of the new population continues until it evolves a population where every rule is 

satisfied by the population.  All attributes are made categorical, and inconsistencies are 

resolved for simplicity. With 0.6 cross over probability and 0.033 mutation probabilities, the 

Genetic Search resulted in 6 attributes that contribute more towards the diagnosis of the 

cardiac disease.” 

Adeli and Neshat (2010) developed a model on benchmark Cleveland heart disease dataset 

consisting of 303 instances having 12 attributes using a fuzzy expert system [96]. Membership 

function of all the 11 input variables and one output variable is designed using an inference 

mechanism. Researchers use the Mamdani approach for Fuzzification, and the defuzzification 

process Centroid method was incorporated. In the fuzzy inference system, the quality of 

results depends on the fuzzy rules. The proposed system generated 44 rules and is best in 

comparison with the results of the other rule bases. The validity degree (k) for each rule is 

generated, and for aggregation of rules, the maximum validity degree is calculated with 

K=max (k1, K2... k44). The fuzzy expert system dealing with the diagnosis has been 

implemented, and the experimental results showed that the system did quite better than non-

experts. 

Aqueel and Hannan (2012) built a heart disease diagnosis model using Support Vector 

Machine (SVM), Genetic Algorithm, Rough Set Theory, Association Rules, and Neural 

Network algorithms. Researchers conducted numerous experiments on a dataset consisting of 
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909 records and 13 attributes [97]. To check the performance of these algorithms, researchers 

conducted experiments on the WEKA tool. Experimental results show that the developed 

decision tree risk model showed high predictive capability compared to other techniques after 

feature selection techniques are applied; however, the time complexity of the risk model 

increases. 

Alizadehsani et al. (2013) used classification data mining algorithms to predict CAD. The 

present study employed C4.5 classification and Bagging classifiers to investigate the Lab and 

ECG data to identify the stenosis of each artery Left Anterior Descending (LAD), Left 

Circumflex (LCX), and Right Coronary Artery (RCA) separately [98]. “The data were 

gathered from 303 random visitors to Rajaie Cardiovascular, Medical, and Research Center, 

Tehran, Iran. The accuracy in predicting the LAD stenosis was attained via Feature Selection. 

This research used the default setting of the Rapid Miner tool and obtained the Accuracy, 

Sensitivity, and Specificity of the algorithms. The Gini index and information gain were used 

to select the most important features. Furthermore, the use of features selected based on 

information gain enhanced the accuracy of the LAD stenosis diagnosis to 79.54%. The results 

indicate that EF (Ejection Fraction), Age, lymph, and HTN were among the ten most effective 

features on the stenosis of all of the arteries.” 

Jabbar, Deekshatulu, and Chandra (2015) proposed a new approach that combines K- 

Nearest Neighbour and the Genetic classifier for effective classification to predict cardiac 

disorder victims [99]. “Genetic search is applied as a goodness measure to prune redundant 

and irrelevant attributes and to grade the features which contribute more towards 

classification. Least graded features are excluded, and the classifier is designed based on the 

classified features. The performance of the developed method is verified with six medical and 

one non-medical dataset.” Among these seven heart disease datasets, one dataset is collected 

from different hospitals in Andhra Pradesh, INDIA, and the rest of the sex datasets are 

obtained from the UCI machine learning repository.  Experimental results demonstrate that 

the classifier increases the efficiency of heart disease diagnosis. 
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Amin, Agarwal, and Beg (2013) developed a hybrid heart disease assessment model for its 

initial prediction based on significant risk attributes using the neural network and genetic 

algorithm [100]. The survey data collected by the American Heart Association is used, which 

consists of 12 important risk factors and 50 instances. “After data pre-processing, neural 

network weights were initialized with the „configure‟ function available in MATLAB. Then 

these configured weights were passed to the Genetic algorithm for optimization according to 

the fitness function. The ensemble risk model built-in MATLAB tool attained an optimal 

accuracy on training as well as on validation dataset with Least Mean Square Error of 

0.034683 after 12 epochs.” 

Chaurasia and Pal (2014) “developed a risk model on the Hungarian dataset using Naive 

Bayes, Decision Tree, and Bagging algorithms to predict heart disease with optimal accuracy 

[101]. Researchers used the 10 fold cross-validation to measure the unbiased estimate of the 

prediction models. The heart disease model is trained and tested on the WEKA tool. The 

experimental results show that the bagging algorithm does better than Naive Bayes and J48 

algorithms with the highest accuracy of 85.03%. “  

Srinivas, Rao, and Govardhan (2014) proposed a new classifier by combining rough set 

theory with the fuzzy set for heart disease diagnosis [102]. Fuzzy Base Rules are generated 

using rough set theory, and the prediction is carried out by a fuzzy classifier. “To get valid 

fuzzy rules; core analysis is done to identify the relevant attributes from the rough set theory 

after forming the indiscernibility matrix. Then, the fuzzy system is designed with the help of 

fuzzy rules and membership functions so that the prediction can be carried out within the 

fuzzy system designed. The proposed system is implemented using MATLAB 7.11, and the 

presence of heart disease is identified by inputting the data to the fuzzy system. The classifier 

experiments with the three widely applied datasets, namely, Cleveland, Hungarian, and 

Switzerland, which are downloaded from the UCI machine learning repository site. From the 

results, researchers‟ ensure that the proposed rough-fuzzy classifier outperformed the previous 
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approaches by achieving the accuracy of 80% on Switzerland's heart disease dataset and 42% 

on Hungarian heart disease dataset.” 

Dewan and Sharma (2015) developed a competent ensemble risk prediction model using a 

Genetic algorithm with the Back Propagation method [103]. The developed model is executed 

on a dataset consisting of 303 records for training and 270 for testing purposes. “In pre-

processing, the most common technique of WEKA tool, i.e., Replace missing value filter is 

used. To solve the drawback of being stuck in local minima, the best optimizer, i.e., Genetic 

Algorithm which uses the phenomena of mutation and crossover above various generations is 

embedded in the model. The weights which are used for Back Propagation are optimized first 

and then given as input to the network to get better results.  Experimental results show that 

Neural Network is best among all the classification techniques to predict or classify non-linear 

data.” 

Sumana and Santhanam (2015) proposed a hybrid model for early heart disease diagnosis. 

After data cleaning, best-first-search and feature selection techniques were incorporated in 

cascaded fashion to get the relevant features for heart disease [104]. “The resultant dataset is 

clustered using the K-Means algorithm, and the correctly clustered samples are trained with 

12 distinct classifiers to develop the final model using stratified 10-fold cross-validation.” The 

proposed model is evaluated using the WEKA tool on five other binary class medical datasets 

collected from the UCI machine learning repository to test the accuracy and time complexity 

of the classifiers. The observed outcomes demonstrate that regardless of the datasets and 

algorithms, the developed ensemble model enhanced classification accuracy and above on five 

different medical datasets with all 12 classifiers. 

Beena, Rajinikanth, and Viswanadha (2016) selected the significant heart disease attributes 

by a “combination of Computerized Feature Selection methods and Medical Features to 

increase the prediction accuracy and decision making for cardiac disorder diagnosis [105]. 

The default multi-class classification mode of the Cleveland heart disease dataset has been 
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converted into a binary classification form. Researchers used the Sequential Minimal 

Optimization algorithm to develop the risk model using MATLAB tool. It is found that the 

accuracy of the Feature Selection Method increases by controlling the discrete features; 

however, the model time complexity increases.” 

Bialy et al. (2016) presented a heart disease prediction model using Naive Bayes, Bayesian 

Net, Multi-Layer Perceptron (MLP), Sequential Minimal Optimization, C4.5, and Decision 

Tree [106]. The system combines the prediction results of each classifier in an ensemble 

model using a weighted average. The system is trained with two different disease datasets 

such as CAD dataset consisting of 920 cases with 14 attributes and Heart Valve Diseases 

(HVD) dataset consisting of 103 instances. The outliers and extreme values were detected and 

removed by using the inter-quartile range technique.” The experimental results show that the 

Naive Bayes algorithm obtained the highest accuracy on both datasets. The obtained results 

were analyzed using the WEKA tool, and the classification performance was measured using 

the 10-fold cross-validation. 

Arabasadi et al. (2017) proposed a hybrid model for the diagnosis of heart disease based on 

clinical data without the need for invasive diagnostic methods. “Researchers use feature 

selection techniques like the Gini index, weight by SVM, Information Gain, and Principal 

Component Analysis (PCA) to train networks and modify weights to achieve minimum error 

[107]. They use the Error Back Propagation algorithm in Artificial Neural Network with MLP 

structure and sigmoid exponential function to build the heart disease model. The proposed risk 

model enhances the performance of Neural Network by increasing its initial weights using a 

Genetic algorithm.” The model achieves an optimal accuracy, sensitivity, and specificity on 

the Z-Alizadeh Sani dataset, which are higher compared to the existing systems.” 

2.2 Research Gaps  

Heart diseases can be predicted using several methods; however, the most cost-effective and 

reliable methods are based on the assessment of cardiac non-invasive risk attributes.  Various 
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researchers predicted heart disease on risk factors using different data mining techniques, but 

a closer look at the reviewed literature reveals several shortcomings which are described as: 

 

i. Most of the developed heart disease evaluation models lack generalization capability.  

ii. The derived risk rules from heart disease data are complex and large, which makes the 

system slow and leads to inaccurate decisions. 

iii. “Different tools (like WEKA, RapidMiner, Orange; etc.) are used for experiments and 

simulation purposes; however, each tool has complications accompanied by it. There are 

many mechanisms for prediction but all have limitations like documentation for GUI is 

limited, scaling is a problem, Big Data cannot be handled, etc.” 

iv. Medical domain performance measures like sensitivity, specificity, accuracy, precision, 

etc. are used; however, the model measures like computational complexity, scalability, 

robustness, and comprehensibility are not used by the researchers. 

v. “The automatic splitting condition of the decision tree algorithm on numerical medical 

variables leads to the wrong diagnosis for medical professionals. The medical society 

has standard splitting criterions that are universally acknowledged (high blood pressure, 

high cholesterol, etc); hence decision tree algorithms should be trained on such cut-off 

values before applied on the medical dataset.” 

vi. The existing risk evaluation tools help in classifying victims at risk of heart disease; 

however, there is not known performance accuracy for them. 

vii. Most of the researchers used clinical attributes in their contributions, which reduces 

their usability other than medical settings. However, none of the prevailing heart disease 

risk tools is based on purely non-invasive risk features. 

viii. Most researchers use only a single feature selection technique to get the significant 

attributes; however, there are no investigations of using multiple feature selection 

techniques to derive the significant non-invasive attributes with their mean values for 

early heart disease risk evaluation. 
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To overcome these research limitations, we develop an effective, low-cost heart disease 

evaluation model using significant non-invasive risk attributes. The developmental procedure 

for the risk model is discussed in the subsequent chapters.  

2.3 Chapter Summary  

This chapter provides a detailed literature review of heart disease prediction and diagnosis 

using different data mining techniques. Researchers made decisive contributions to cardiac 

disorder identification using data mining methods to find out the factors that drag the world to 

this lethal disease. They found that behavioral risk factors are the primary causes of heart 

diseases. “Many researchers build risk models using the divergent data sets, different machine 

learning algorithms, various data mining approaches, and numerous tools.  Researchers found 

that there is no single algorithm that produces the best results for every dataset; 

however, hybridization and ensemble methods show optimal results. Researchers used cross-

validation and error rates for experiments and simulation purposes using different tools, but 

each tool has complications accompanied with it. To improve health care systems and build 

effective models, we need to use the most appropriate and novel data demanding techniques 

on real-time datasets to get the accurate diagnosis well in advance. To predict and detect heart 

disease through data mining techniques at its earliest, it demands additional research to 

understand the novel discoveries about it.” 
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CHAPTER 3 

 

“Applying Data Mining Techniques in Heart Disease Prediction” 

 

 

Medical industries are overwhelmed with the incomplete and noisy data and to extract the 

hidden information in an explicit structure from these large datasets the data mining 

techniques are applied. The reason to introduce data mining techniques in health care is not to 

take over specialists, but to give assistance where they struggle. This chapter describes the 

feature selection techniques which are used to find the significant non-invasive subset of risk 

attributes for the early prediction of heart disease. This chapter discusses the data mining 

techniques that are used to develop a risk evaluation model. In this chapter, the performance 

of the risk models is evaluated using various performance measures. The chapter also presents 

the significance of non-invasive risk features for the initial identification and treatment of 

cardiac patients. 

 

3.1 Feature Selection Techniques 

The feature selection techniques are used to discover the subsets of features that produce 

accurate and compact prediction models [134]. In this research work, the combination of 

Filter, Wrapper and Embedded feature selection methods are examined to reduce the 

complexity of the model and to get the preeminent non-invasive subset of risk attributes for 

heart disease prediction. 

3.1.1 “Extra Tree Classifier” 

“The extra tree classifier also called extremely randomized trees is an ensemble learning 

method that builds multiple trees without replacement. The nodes of the decision tree are split 

based on random splits which lead to increased accuracy and extensively decrease 

computational load linked to the determination of optimal cut-points in standard trees and 

random forests [108].”” 
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3.1.2 Gradient Boosting Classifier 

Gradient boosting is used for both classification and regression problems. It involves a loss 

function to be optimized using decision trees which are constructed through a greedy manner, 

and finally, these trees are added one at a time to minimize the loss function [109]. 

3.1.3 Random Forests 

Random Forests are created from decision tree predictors that are used both for regression and 

classification tasks. The random forest is created using a number of decision trees from the 

randomly selected training set to surpass the overfitting problem of the individual decision 

tree [110]. The random forest classifier is explained exhaustively in the data mining 

techniques section.  

3.1.4 Recursive Feature Elimination 

The Recursive Feature Elimination (RFE) is a greedy optimization method that tries to get the 

finest performing feature subset. It recursively constructs models and puts apart the finest or 

the lowest-performing feature at each iteration. It builds up the next model using the 

remaining features until all the features are exhausted and then positions the features based on 

the rank of their elimination [111].  

3.1.5 XG Boost Classifier 

Extreme Gradient Boosting is an ensemble algorithm that uses an optimized gradient boosting 

algorithm through parallel processing, tree-pruning, handling missing values and 

regularization to avoid overfitting and bias. Because of the XG Boost classifier's scalability, it 

learns fast and gets efficient memory usage [112]. 

3.2 Data Mining Tasks” 

“The main goal of data mining is to learn from the data. Data mining tasks are utilized to 

determine the type of patterns found in the data mining process. Data mining tasks are 

http://www.statsoft.com/textbook/classification-and-regression-trees/
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generally divided into two major types: Predictive Tasks and Descriptive Tasks, as shown in 

the below-given figure3.1 [113] [114].”  In predictive tasks, “the goal is to predict the value of 

a dependent (target) attribute based on the values of independent (exploratory) attributes. In 

Descriptive Tasks, the purpose is to extract patterns that describe the underlying relationships 

in data. Descriptive tasks are often exploratory and often need post-processing methods to 

explain and validate the results [59].” 

 

Figure3.1 Categorization of Data Mining Tasks 

 

3.2.1 Predictive Data Mining Tasks” 

“Predictive modeling means to build a model for the target variable as a function of the 

explanatory variables. Predictive modeling tasks are of two categories: Classification and 

Regression [59].” 

3.2.1.1 Classification: Classification data mining applications are predictive (Supervised) 

learning data mining tasks that predict discrete values of the target attribute [59]. If the target 

attribute values are two values (such as yes and no), then it is called as the binary 

classification. But, if the target attribute has multiple possible values (for example, drug A, 

drug B, and drug C) for any disease cure, then that is called as the multi-class classification.  

3.2.1.2 Regression:  “Regression builds a predictive model for the continuous target 

variables as a function of the explanatory variable. e.g.,” predicting the cost of a stock three 



32 
 

months into the future, because the cost is a continuous-valued attribute. The objective of both 

tasks is to learn a model that reduces the error between the predicted and true values of the 

target variable [59].”   

3.2.2 Descriptive Data Mining Tasks” 

Descriptive modeling refers to the task of deriving the patterns that summarize the basic 

relationships in the data. There are two types of descriptive modeling tasks: Clustering and 

Association.  

3.2.2.1 Clustering: The clustering task seeks to discover groups of strongly interrelated 

instances so that instances which fit into the same cluster are tightly interrelated to each other 

than the instances that belong to separate cluster [59].  

3.2.2.2 Association:  “Association analysis is applied to identify patterns that characterize 

strongly associated features in the data. The discovered patterns are frequently expressed in 

the form of implication rules or features subsets [60]. “ 

3.3 Data Mining Techniques 

Predicting heart condition from different symptoms is a stratified problem that is bound 

to erroneous assumptions and has impulsive effects. We use various data mining methods to 

extract knowledge from the heart disease dataset. The purpose of blending data 

mining methods in health care is not to take over specialists or assistants, but to give support 

to where they struggle [113] [115]. “There are several core data mining techniques available, 

but the focus of this research is the application of classification techniques that would support 

medical professionals to identify the victims at high risk of heart disease.” 

3.3.1 Decision Tree 

A Decision Tree is a non-parametric technique, which is most often used for classification; 

however, it can also be used for regression tasks [116]. Decision trees adopt greedy (i.e., non-
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backtracking) approach and are constructed in a top-down recursive divide-and-conquer 

manner [60]. “The algorithm begins with a training set of tuples and their associated class 

labels. The training set is recursively partitioned into smaller subsets as the tree is being built 

[59]. When decision trees are built, many of the branches may reflect noise or outliers in the 

training data. Tree pruning attempts to identify and remove such branches, to improve 

classification accuracy on unseen data [117].” In the decision tree, each internal node denotes 

a test on an attribute, each branch represents an outcome of the test, and each leaf node holds a 

class label.” 

“Different types of decision trees are available, the distinction between them is the 

mathematical model used to select the splitting attribute in extracting the decision tree rules. 

Popular measures of attribute selection are Information Gain, Gain Ratio, and Gini Index 

[118]. The Information Gain attribute selection measure is used to select the attribute that best 

partitions the tuples into distinct classes. The Information Gain approach selects the splitting 

attribute that minimizes the value of entropy, thus maximizing the Information Gain.”” The 

Information Gain for each attribute is calculated using Equation (3.1). 

 

( ) ( ) ( ) (3.1)Gain A Info D Info D
A

 
 

 

“Where Info (D) is the average amount of information needed to identify the class label of a 

tuple in D and is calculated using Equation (3.2). InfoA (D) is the expected information 

required to classify a tuple from D based on the partitioning by A and is calculated in 

Equation (3.3).” 

( )   log  ( ) (3.2)2
1

m
Info D pi pi

i
 


 

“Where pi is the non-zero probability that an arbitrary tuple in D belongs to class Ci and is 

estimated by |Ci, D| / |D|. A log function to the base2 is used because the information is 

encoded in bits.” 
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The term | Dj | / | D| acts as the weight of the jth partition [59]. 

Below-given figure3.2 shows how the decision tree works to build the heart disease evaluation 

model. The principle reason to apply the decision tree is to develop a risk assessment model 

that can forecast the heart disease victims by learning decision rules from the training dataset. 

The experimental results obtained from the decision tree are explained in Chapter 4. 

 

 
Figure 3.2 Decision Tree Model Working for Heart Disease Prediction  

 

 

3.3.2 K Nearest Neighbour (K NN) 

K Nearest Neighbour (K NN) is the basic, non-parametric, and instance-based data mining 

technique [119]. “K NN uses learning by analogy, which compares the new unclassified 

record with the existing records using the distance metric. The closest existing record is used 

to assign the class to the newly unclassified record [59].” Below given figure3.3 shows the 

example of K NN classification. 
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The good value of k can only be determined experimentally by setting the value of k to 1 and 

then increment k to allow for new more neighbors. The k value that gives the minimum error 

rate is selected. The test set is used to estimate the error rate of the classifier. In the K NN 

algorithm, a new instance is classified by a closeness to the neighbors, which is defined in 

terms of the distance function. Many distance measures can be used, such as (Euclidean, 

Manhattan, and Minkowski) but in this research Euclidean measure is used because of the 

properties of the heart disease data [60] [120].” 

 

Figure3.3 K Nearest Neighbour classification Example 

“The Euclidean distance between two points is the length of the path connecting them. 

Euclidean distance is calculated as the square root of the sum of the squared differences 

between i= (xi1, xi2 .... xip) and j= (xj1, xj2 .... xjp) across all input attributes p.” 

 

2 2 2( , ) ( 1- 1) ( 2- 2) ... ( - ) (3.4)d i j xi xj xi xj xip xjp     

 

Before using Euclidean distance measure the values of attributes are normalized so that the 

attributes with the highest values will not overshadow the lowest valued attributes. In this 

research work, Min-Max normalization technique is applied to transform a value P of numeric 

attribute Z to P
|
 in the range [0, 1] by computing 
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- min\ (3.5)
max - min

P Z
P

Z Z


 

Where minZ and maxZ are the minimum and the maximum values of attribute Z  

In this research, the K NN technique is used to predict heart disease patients at its earliest. The 

experimental results achieved from the classifier are discussed in Chapter4.  

 

3.3.3 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a supervised data mining technique that is used for both 

classification and regression purposes. “SVM uses a nonlinear mapping to transform the 

original training data into a higher dimension. Within this new dimension, it searches for the 

optimal separating hyperplane. The optimal hyperplane for an SVM means the one with the 

largest margin between the two classes. The SVM finds this hyperplane using support vectors 

and margins [60] [121]. The support vectors are the data points that are closest to the 

separating hyperplane and are considered critical elements of the dataset and the margin is the 

maximal width of the slab parallel to the hyperplane that has no interior data points.” The 

discriminant function f (T) for a test sample T is a linear combination of support vectors and is 

constructed as: 

( ) ( . ) (3.6)f T y X T bi i i
i
   

Where the vectors Xi is the support vectors, Yi is the class labels of Xi; vector T represents a 

test sample and (Xi.T) is the dot product of T with one of the support vectors Xi. i and b are 

numeric parameters to be determined by the learning algorithm. 

“The following figure3.4 illustrates the linear support vector machine where light green circles 

represent data points of class x1 and red, indicating data points of x2. The purpose of SVM is 

to choose a hyperplane with the greatest possible margin between the hyperplane and any data 

point with the training set, giving a greater possible chance of new data being classified 

correctly. However, if there is no clear hyperplane, it is necessary to move to a higher 
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dimension view called kernelling in SVM. The idea is that the data will continue to be 

mapped into higher dimensions until a hyperplane can be formed to segregate it [59] [61].” 

 

 

Figure3.4 Linear SVM Classifier for Two-Class Representation 

 

“Hence in the case of non-linear separation, the training data will be mapped into a higher-

dimensional space H, and an optimal hyperplane will be constructed there. The mapping is 

performed by the kernel function K, which defines an inner product in H. When there is a 

mapping, the discriminant function is given like:” 

|
( ) ( , ) (3.7)f T y K x T bi i i

i
     

“SVM is largely characterized by choice of its kernel function used, e.g., polynomial, kernel 

and Gaussian radial basis kernel function. However, besides these kernel functions, there are 

other kernel functions. To determine parameters  and y  in the above equation, the 

construction of the discriminant function finally turns out to be a constrained quadratic 

problem on maximizing the Lagrangian dual objective function:”  

1
max ( ) ( , ) (3.8)

21 , 1

n n
W y y K X Xi i j i j i j

i i j
   


  

 
  

            under constraints 
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0, 0,( 1,2,..., ) (3.9)
1

n
y i ni i i

i
   


  

Where n is the number of samples in training data, however, the quadratic programming 

problem in equation (3.8) cannot be solved easily via standard techniques since it involves a 

matrix that has several elements equal to the square of the number of training samples [60]. 

The SVM technique is used in heart disease prediction because comprehensive and correct 

rules are crucial to help biologists and doctors. The heart disease prediction results obtained 

from the SVM model are discussed in Chapter 4. 

 

3.3.4 Random Forests 

“Random Forests are an ensemble of simple decision trees that are used for both regression 

and classification problems. The random forest algorithm creates the forest with a number of 

decision trees from the randomly selected training set, with the goal of overcoming the over-

fitting problem of the individual decision tree. In random forest classification, each decision 

tree votes and the aggregated votes decide the final classes of the test object; however, in the 

regression, the means prediction or regression of the individual trees is calculated” [122]. 

 

Random forests are a substantial modification of bagging that builds a large collection of de-

correlated trees and then averages them. Below given figure3.5 shows the working of the 

random forest algorithm in which each tree is grown on a different sample of original data.  

“There is no need for cross-validation or a separate test set to get an unbiased estimate of the 

test set error because, in each of k iterations, about 1/3rd of the samples are left out of the new 

bootstrap training set and are not used in the construction of the tree. In this way, a test set 

classification is obtained for each sample in about 1/3
rd

 of the constructed trees. The final 

classification for a sample is the class having the most votes from the trees in the forest” [60] 

[61].” In this research work, the random forest algorithm is used in heart disease prediction, 

and diagnosis, and the results obtained are discussed in Chapter 4. 



39 
 

 

Figure 3.5 Random Forest Algorithms‟ Working  

 

3.3.5 Naive Bayes  

Naive Bayes predict class membership based on statistical probabilities. “Naive Bayes 

classification is based on the Bayesian theorem and is particularly suited when the 

dimensionality of the inputs is high. The algorithm assumes that the outcome of an attribute 

value on a given class is independent of the values of other attributes. This assumption is 

called class conditional independence.” This assumption is made to simplify the computations 

involved and, in this sense, is considered “Naive” [59].  

Naive Bayes classifier can handle an arbitrary number of independent variables, whether 

continuous or categorical. “Naive Bayes classification calculates the prior probability of the 

target attribute and the conditional probability of the remaining attributes. For the training 

data, the prior and conditional probability is calculated. For each testing instance in the 

testing dataset, the probability is calculated with each of the target attribute values, and the 
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target value with the largest probability is then selected” [123] [124].” The probability of the 

testing instance for the target attribute value is calculated using the below-given equation: 

 

( / ) ( )
( / ) (3.10)

( )

P X H P H
P H X

P X
   

Where P (H/X) is the posterior probability, of H, conditioned on X and P (X/H) is the 

posterior probability of X conditioned on H. Similarly P(X) is the prior probability of X and P 

(H) is the prior probability of H. 

Naive Bayes simplifies the calculation of probabilities by assuming that the probability of 

each attribute belonging to a given class value is independent of all other attributes and is a 

strong assumption which results in a fast and effective method [60] [61].” In this research, the 

Naive Bayes algorithm is used to predict and diagnose the heart disease at its earliest using the 

non-invasive risk attributes.” The heart disease prediction results obtained from the Naive 

Bayes model are discussed in Chapter 4. 

3.4 Model Evaluation Techniques 

Model evaluation is the solution to making practical development in data mining. There are 

numerous methods of understanding structured patterns from the given dataset. However, to 

find out which method to apply to a specific problem, we need systematic methods to estimate 

how data mining techniques work and to compare one with another. In classification 

problems, the performance of an algorithm is measured in terms of the confusion matrix, 

cross-validation, error rate, sensitivity, specificity, accuracy, precision, and ROC curves, 

which are discussed as follows [59] [125]: 

 

3.4.1 Confusion Matrix” 

The confusion matrix also called the contingency matrix, or error matrix is a principal source 

of performance measurement in classification problems. Below given table3.1 shows the two-
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class confusion matrix, which provides insights into the types of errors being made by a 

classifier [59].  

                         Table 3.1 Contingency Matrix for Two-Class Classification 

 

 

 

 

 

 

 

 

 

 
 

“Where True positives refer to positive tuples that are correctly labeled by the classifier. True 

Negatives refer to the negative tuples that are correctly labeled by the classifier. False 

Positives (also called a Type I Error) are the negative tuples that are incorrectly labeled as 

positives, and False Negative (also called Type II Error) are the positive tuples that are 

mislabelled as negative.”  

i. Sensitivity (also known as True Positive Rate or Recognition or Recall) is the proportion 

of positive tuples that are correctly classified as Positive [126]. 

(3.11)
True Positive

Sensitivity
Positive



 

ii. Specificity (also known as True Negative Rate) is the proportion of negative tuples that 

are correctly classified as Negative [126].  

(3.12)
True Negative

Specificity
Negative

  

iii. Accuracy is the total percentage of cases that are correctly classified by an algorithm 

[127]. 

(3.13)
True Negative True Positive

Accuracy
TP TN FP FN
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iv. Precision is a measure of exactness (i.e., what percentage of entities categorized as 

positive are actually positive) [127]. 

(3.14)
True Positive

Precision
True Positive False Positive




 

v. Error Rate (Misclassification Rate) is the proportion of errors made over a whole set of 

instances. The error rate is a combination of training and generalization errors. “Training 

errors are the number of misclassification errors committed to training data, whereas 

generalization error is the expected error of the model on previously unseen records. The 

best classification model has low training and generalization error. [59] [60] [61].  

 

“ (3.15)
False Positive False Negative

Error Rate
Positive Negative




  

  

3.4.2 Cross-Validation 

“The cross-validation technique measures the error rate of a learning model on a specific 

dataset. In cross-validation, the complete dataset is randomly split into mutually exclusive 

subsets of approximately equal size, and each record is used the same number of times for 

training and exactly once for testing. The training dataset allows data mining techniques to 

learn from this data. The testing dataset is used to evaluate the performance of the data mining 

technique about what is learned from the training dataset [59] [60] [61]. “ 

3.4.3 AUROC (Area Under the Receiver Operating Characteristics)” 

AUROC is a performance measure graph that demonstrates the performance of a classification 

model at different threshold settings. AUROC depicts how a greatly model is skilled in 

distinguishing between the classes. The ROC curve is plotted with True Positive Rate on the 

y-axis against the False Positive Rate on the x-axis, as shown in figure 3.6 [60] [61]. 

An outstanding model has AUROC value equivalent or close to 1, which means it has a fine 

measure of separability. A poor model has AUROC value equivalent or near to 0, which 
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means it reciprocates the result and predicts 0s as 1s and 1s as 0s. When the AUROC value is 

approximately 0.5, then the model cannot distinguish between positive and negative classes.  

 

 

Figure 3.6 AUROC Representation 

 

3.5 Data Collection and Research Methods for Risk Evaluation Model 

Development 

 The considerable challenge to collect a dataset is to get the quality and relevant data.  The 

primary data is collected from different heterogeneous data sources like district hospitals and 

private clinics of Kashmir (INDIA) through quantitative data collection methods (interviews). 

This heart disease dataset comprises 5776 patient records accompanied by fourteen (14) non-

invasive risk attributes as described in the below-given table3.2. The descriptive research 

methodology is followed to develop the risk evaluation model. The heart disease risk 

evaluation model is developed in the python programming language, and data cleaning, 

statistical modeling, data visualization, and machine learning operations are done in the 

Jupyter web application.  

“The Exploratory Data Analysis (EDA) is carried out on the Kashmir heart disease dataset to 

get different insights from the data. It is found that the heart disease dataset is noisy and 

includes numerous missing attribute values signified with the interrogation mark (?). Data 

imputation is performed ( for numeric missing attribute values mean imputation data cleaning 

technique is applied to fill in the missing attribute values, and for the categorical attributes, 
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the Mode method is used for filling in the missing values).” The heart disease dataset 

attributes are organized into two types nominal and numeric. For example, the Gender 

attribute values as “male” and “female” represent the nominal attribute, and the “age” attribute 

values as 70 years represent a numeric attribute. Furthermore, the nominal data attributes 

correspond to binary and ordinal variables, and continuous data attributes correspond to an 

integer, interval- scaled, and ratio-scaled variables [128]. 

Table 3.2 Description of the Heart Disease Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Features Data Type    Features with subsequent values and explanation 

Age Numeric Represents the age of a patient in the number of years 

Sex Nominal Represents sex of a patient, 0= Female, and 1= Male 

Height Numeric Represents the height of the patient in Centimeters  

Weight Numeric Represents the bodyweight of the patient in Kilograms 

Systolic BP Numeric Represents the Systolic BP of the patient in mmHg 

Diastolic BP Numeric Represents the Diastolic BP of the patient in mmHg 

Hereditary Nominal 
Means if the patient had inherited heart disease, where 1=Yes, and 

0= No 

Healthy    Diet Nominal 
Is the patient taking a nutritious diet?  It is represented as 

0=Following, 1=Occasionally and 2= Not Following 

Physical 

Activity 
Nominal 

Whether the patient is doing exercise or not. 0= No Exercise, 1= 

Regular Exercise and 2= Occasionally 

Alcohol 

Consumption 
Nominal 

How often the patient drinks alcohol, and it is represented as 0= 

Non-Alcoholic, 1= Occasionally and 2= Alcoholic 

Smoking Nominal 
Whether the patient is smoking or not 0= Non-Smoker, 1= Regular 

and 2= Occasionally smoking 

Socio-Economic 

Level 
Nominal 

Represents the economic level of the patient like 0=Poor, 1= 

Middle Class and 2= High Class 

Diagnosis Nominal 0= No and 1= Yes 
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3.6 Significance of Non-Invasive Heart Disease Attributes in Risk 

Evaluation” 

The cardiac disorder can be identified using numerous tests; however; these tests are 

expensive and cannot be used as public level screening tests. The existing risk assessment 

techniques use invasive heart disease risk features that require information from various blood 

tests before use. To overcome this problem, there is a requirement to streamline the cardiac 

disorder risk features with the goal that reasonable risk recognition strategies can be 

actualized [11]. The non-invasive heart disease risk features like age, height, weight, smoking 

habits, sex, and blood pressure are recognized effortlessly with no complex machines and 

instruments required [129] [130]. Although body weight and blood pressure need some 

instruments of measurement; however, these instruments can be accessible at home or in a 

drug store and do not require a hospital to take physical samples. 

Chapter 4 and chapter 5 apply various algorithms to identify the non-invasive attribute 

combinations, which may demonstrate the most excellent performance in predicting heart 

disease patients. The non-invasive attributes are beneficial because they are low-cost attributes 

(Low-cost attributes means it costs nothing to determine a value for the attribute when 

diagnosing a patient). The effect of using different combinations of non-invasive attributes 

from the Kashmir heart disease dataset is investigated as input to Naive Bayes, Decision Tree, 

K Nearest Neighbor, Support Vector Machine and Random Forest data mining classifiers for 

performance evaluation. Equations using various non-invasive features are developed and 

checked to find out if they improve performance in predicting heart disease patients. 

The existing risk calculators use invasive heart disease risk attributes like Total Cholesterol, 

HDL cholesterol, and Diabetes (usually measured through blood sugar or insulin levels) as 

well as non-invasive features such as age, smoking, sex, and resting blood pressure to 

discover patients at risk of heart disease [131]. “However, the performance using only non-

invasive features has not yet been measured. How correctly can data mining techniques (using 

only non-invasive attributes) classify patients would be examined in this research. Success 
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here would give an extraordinary chance for application to public level screening tests, thus 

enabling initial involvement in patients at high risk of heart disease and deciding reasonable 

treatment systems for those patients.” 

3.7 Chapter Summary 

This research investigates developing a heart disease evaluation model using different data 

mining techniques. The primary data is collected from various heterogeneous data sources 

through quantitative data collection methods. This research work follows the descriptive 

research methodology and uses the Python programming language and Jupyter web 

application to build the risk evaluation model. In this research work, different feature selection 

techniques are applied over the Kashmir heart disease dataset to select the significant subset of 

non-invasive risk features for the initial prediction of heart disease. This research work applies 

different data mining techniques like Decision Tree, K Nearest Neighbor, Support Vector 

Machine, Random Forest and Naive Bayes to see whether these techniques will help medical 

practitioners in early prediction which would result in a reduction to severe and costly illness 

and complications. The developed risk evaluation model's performance is checked through 

various model evaluation techniques. Finally, the chapter is concluded by discussing the 

significance of non-invasive risk attributes. 
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CHAPTER 4 

 

“Discovering Knowledge in Heart Disease Data Using Data 

Mining Techniques” 

 

The Kashmir heart disease dataset is mined to derive knowledge for the early prediction and 

identification of the disease. This chapter describes Davis‟s data mining methodology, which 

is followed in this research for the development of heart disease model.  In this chapter, the 

research design is formulated to simplify the research activities and make the research 

productive by the statement of objectives. Various feature selection techniques are applied to 

choose the significant non-invasive heart disease risk attributes. This research identifies a 

significant subset of risk attributes for data mining techniques for the initial prognosis of heart 

disorder patients. Finally, a risk evaluation model is developed to help medical specialists in 

classifying victims at elevated risk of cardiac disease.   

 

4.1 Data Mining Methodology for Heart Disease Prediction” 

 

A data mining methodology is a technique for applying alternative methods to take raw data 

to a transformed dataset to generate knowledge for users. “There are two eminent prevailing 

data mining methodologies for the “Knowledge Discovery from Data” process: CRISP-DM 

[132] [133] and SEMMA [134]. The industry-led consortium developed the CRISP-DM 

(Cross-Industry Standard Process Model for Data Mining), and the SEMMA (Sample Explore 

Modify Model Assess) is a data mining methodology derived from the Statistical Analysis 

Software Institute (SAS, 2008).” These two methodologies are not suitable for our research 

work because they are too big and too complicated to use. Hence for this research work, 

Davis‟s data mining methodology is followed, as shown in figure4.1 [135]. The reason to 

apply this specific methodology is that it demonstrates our research objectives. This 

methodology contains the following phases: 
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i. Data Selection: In this phase, the relevant heart disease data from various 

heterogeneous sources is selected and then stored in the standard database.  

ii. Data Preparation: In the data preparation step, the heart disease dataset is analyzed 

and prepared into an appropriate form for the data mining algorithms to derive 

meaningful insights from it and to get the optimal output. 

iii. Data Task Filter: In this step, the heuristic decision rules are employed to determine 

expected results for heart disease prognosis in later steps. The selected dataset is then 

stored in the “Data Mining Task Warehouse.” 

iv. Data Mining Techniques: In this step, an appropriate algorithm is selected with a 

suitable dataset for the task requested in step3.  

v. Comparison and Evaluation: In this phase, the classified outcomes are contrasted 

and estimated based on different data mining evaluation measures. 

vi. Building New Models: In this phase, the developed supervised classification models 

are stored in the data mine warehouse for the next prediction problems. For new 

prediction tasks, the process is repeated from step 3 to step5. 

 

 

 

                    

 

 

 

 

 

 

 

 

 

 

Figure4.1 Heart Disease Risk Evaluation Model Methodology 

 

4.2 Research Design for Heart Disease Risk Evaluation Model 

The research design is followed to simplify the research activities and make research 

productive by the statement of objectives. It provides information about the data inputs 
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required, the methods of analysis used, and a statement of objectives of the study to solve the 

research problem. The proposed research design (in figure4.2) is followed step by step to 

build the heart disease risk evaluation model. 

The research design consists of three main phases having eight steps. The phases of the 

research design with their respective steps are explained as follows: 

i. Data Phase: The data phase contains the whole process from data collection to feature 

engineering. This phase includes the qualitative data collection step, the pre-processing 

subsystem step, the cleaned data set storage step, and finally, the feature selection step.  

ii. Data Mining Phase: The data mining phase includes classifiers Naive Bayes, K Nearest 

Neighbor, Decision Tree, Support Vector Machine, and Random Forest, which would be 

employed to develop the heart disease risk model. 

iii. Model Evaluation and Validation Phase: The model evaluation and validation phase 

calculate and endorse the risk evaluation model using different data mining techniques. 

The risk evaluation model would be evaluated through the train-test split of the heart 

disease data using 10-fold cross-validation.  The model would be then validated using 

different performance measures by comparing the results with the existing models and 

various model metrics (Sensitivity, Specificity, Accuracy, Misclassification Rate, and 

ROC Score).  

iv. Knowledge-Base Phase: The Knowledge-base phase includes the steps to store and 

retrieve knowledge about heart disease. The generated heart disease risk rules would be 

stored in the knowledge base and cross-checked as per medical guidelines and through 

domain expertise.  

 

In this chapter first phase (qualitative data collection, pre-processing subsystem, and feature 

selection) is discussed and the rest of the phases will be discussed as demanded by the 

research for the development of the heart disease risk evaluation model. 
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Figure 4.2 Detailed Steps of Research Design 
 

4.3 Exploratory Data Analysis (EDA) Process 

The basic statistical description is performed to learn about each attribute value of the 

Kashmir heart disease dataset. Knowing such fundamental statistics about each attribute helps 

to smooth noisy values, spot outliers, and fill in the missing values. The heart disease dataset 

consists of a combination of nominal and numeric risk attributes.  The missing numeric values 

are removed through the simple mean imputation method, and categorical missing values are 

filled by mode imputation technique [136] [137]. 
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4.3.1  Checking Class Imbalance and Data Distribution Problems in Dataset 

 

Before performing any operations on the heart disease dataset, it is required to test class 

balance because highly imbalanced data makes the machine learning algorithms biased [138] 

[139]. To check the class balance, the skewness, and kurtosis statistical operations on the data 

are performed [140]. Skewness estimates the symmetry to see whether data distribution is 

same to the left and right of the center point and Kurtosis measures whether the data are light-

tailed or heavy-tailed to a normal distribution [140] [141]. After the Skewness and Kurtosis 

statistical measure tests, it is found that the collected heart disease dataset is balanced and has 

a skewness of (-0.03065287) value and Kurtosis of (-2.000136) value which means the 

Kashmir heart disease dataset is normally distributed.  

 
 

Figure 4.3 Heart Disease Distribution Based On Sex Attribute 

 

The dataset contains 5776 records, of which 2760 are females, and 3016 are males. Among 

these 5776 instances, 2745 (47.5%) have heart disease, and 3031 (52.5%) are healthy. Below 

given figure 4.3 shows the pie chart representations of heart disease data distribution. Heart 

disease affects both men and women approximately in the same proportion with substantial 

death rates and disabilities. Predicting and detecting heart disease accurately in advance 

constitutes several basic causes like social, commercial, and cultural transition. The long-

term disclosure to these risk attributes affects the hardest and ends up in death.  Health reports 
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suggest that if there is not a reversal of behavioral risk factors, the disease will carry on to rise 

and would lead to human and economic loss. 

4.3.2 Finding Correlation among Different Heart Disease Risk Attributes 

In any dataset, there could be multifaceted and strange relationships among the variables; 

hence, it is imperative to determine and measure the degree to which attributes in the dataset 

are related to each other. This process of finding the degree of relationship between the dataset 

attributes is known as correlation [142]. The knowledge of the correlation between the 

attributes helps to prepare the data to meet the expectations of machine learning algorithms. 

Pearson‟s correlation is applied to check the mutual relationship among the heart disease 

attributes [140] [141]. A correlation could be positive (which means all the related attributes 

move in the same direction), negative (which means all the related attributes move in opposite 

directions) or neutral (which means that the attributes are not related to each other). The result 

of the applied Pearson‟s correlation coefficients among the heart disease variables is shown in 

the below-given figure 4.4 in the form of heatmap representation. 

The heatmap grid represents the correlation between the heart disease attributes with their 

corresponding coefficients. The Symmetrical heatmap matrix represents all attributes across 

the top and down the side, to give a correlation between all pairs of features. The diagonal line 

across the matrix from the bottom-right corner to the top-left represents a perfect correlation 

of each attribute with itself. The value 1 means a perfect positive correlation among the 

attributes and value -1 means a perfect negative correlation among the heart disease attributes; 

a correlation coefficient close to zero indicates weak dependency among the heart disease 

attributes [143].  

After analyzing the heatmap correlation results, it is found that the independent attributes of 

the Kashmir heart disease dataset are loosely correlated with one another. This loose 

correlation among independent heart disease attributes is a good sign to improve the 

performance of the model. However, if the attributes in a dataset are tightly correlated (called 
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multicollinearity), then change in one variable can lead to change to another variable that can 

deteriorate the performance of an algorithm [144].  Correlation among the attributes does not 

mean causation hence, the strong relationship among attributes should be evaluated 

significantly. Mostly, a relationship among attributes may look causal through strong 

correlation because of some overlooked factors.  

 

Figure 4.4 Correlation in Risk Attributes Through Heatmap Representation  
 

4.4 Feature Selection Techniques for Heart Disease Risk Assessment 

Even though heart disease attained an epidemic extent, yet it is controllable by reducing the 

modifiable risk factors. Diagnosing heart conditions effectively in advance is not free from 

erroneous statements and constitutes the number of undetermined factors [145]. The feature 
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selection methods are applied to select the significant and most appropriate subset of risk 

attributes for the initial prognosis of heart disease.  

Feature selection helps to reduce the inappropriate and redundant attributes, which often 

decrease the performance of classifiers [146]. In this research (filter, wrapper, and embedded) 

feature selection methods are applied to get an appropriate feature subset for heart disease risk 

evaluation [146]. The five different Feature Elimination techniques (Extra Tree Classifier, 

Gradient Boosting Classifier, Random Forest, Recursive Feature Elimination, and XG Boost 

Classifier) are used on the heart disease dataset (as mentioned in table 4.1) to get the best non-

invasive feature subset of risk attributes for heart disease prediction [147]. Each risk attribute 

is weighted by these feature selection techniques as per their role in disease prediction.  

The applied feature selection techniques provide weight in between the scale of 0 to 1 to each 

heart disease risk attribute. After weight assignment to every risk attribute by the separate 

feature selection technique, the overall mean of all the applied weights to every attribute by 

these feature selection techniques is considered the final weight. The risk feature with the 

mean value near to 1 is considered important in predicting heart disease, and those risk 

attributes whose associated values are near to 0 are considered less significant in predicting 

heart disease.  

Below given table 4.1 shows the different heart disease attributes with their respective weights 

assigned by different feature selection techniques and the last column in table shows the 

overall Mean of all the techniques. These heart disease risk attributes were identified by 

professional cardiologists Sophia Airhart (Assistant Professor), and many other general 

physicians who are working in the cardiology department at various hospitals across, INDIA. 

The assigned weights to each heart disease risk attribute are validated and approved by 

different medical experts like Dr. V. J. Sadhana (MD., FAHA Medical Director), Dr. Syed 

Aijaz Nasir (Cardiologist at AIIMS), Dr. Mohd. Khutubuddin Ansari (Medical Officer at 

MANUU) etc. meanwhile these medical domain experts gave their respective opinions to 
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include some vital attributes also like (chest pain, and asthma) for early heart disease 

prediction and identification. 

Table 4.1 Feature Selection Techniques Providing Weight to Each Risk Attribute 

 

Attributes 

Feature Selection Techniques with their results and Mean Values 

ETC GBC RF RFE XGB MEAN 

Age 0.92 0.92 0.87 0.25 0.92 0.78 

Sex 0.0 0.0 0.11 0.83 0.0 0.19 

Alcohol Consumption 0.09 0.09 0.09 0.75 0.09 0.22 

Physical Activity 0.25 0.25 0.08 0.67 0.25 0.30 

Healthy Diet 0.71 0.71 0.52 1.0 0.71 0.73 

BMI 0.74 0.74 0.79 0.0 0.74 0.60 

Hereditary 0.38 0.38 0.4 0.92 0.38 0.49 

Smoking 0.17 0.17 0.09 0.5 0.17 0.22 

Systolic BP 1.0 1.0 1.0 0.08 1.0 0.82 

Diastolic BP 0.88 0.88 0.78 0.33 0.88 0.75 

Socio-Economic Level 0.17 0.17 0.11 0.42 0.17 0.21 

 

After analyzing the results it is derived that the attributes [Systolic BP, Diastolic BP, Age, 

BMI, Hereditary, Healthy Diet, and Physical Activity] are the most important features for the 

early prediction of the heart disease because their corresponding numeric values are high and 

are also validated and approved by medical domain experts.  The pictorial representation of 

attribute hierarchy with their respective weights is shown in figure 4.5.  

Below given table 4.2 shows the descending order of heart disease attributes according to 

their mean values assigned by five different feature selection techniques. The attributes with 

the highest weight are crucial, and the attributes with lower values are less significant in 
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predicting heart disease at its earliest. The highly weighted significant subset of risk features 

is used to develop the heart disease risk model.  

 

 

Figure 4.5 Risk Attribute Hierarchy by Feature Selection Techniques 

Table 4.2 Mean Ranking of Risk Attributes by Feature Selection Techniques 

 

Sr. No Attributes Mean Ranking of Attributes 

1 Systolic BP 0.82 

2 Diastolic BP 0.80 

3 BMI 0.78 

4 Age 0.76 

5 Healthy Diet 0.54 

6 Hereditary 0.42 

7 Smoking 0.28 

8 Physical Activity 0.24 

9 Socio-Economic Level 0.16 

10 Sex 0.14 

11 Alcohol Consumption 0.12 
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4.5 Experimental Results of the Proposed Data Mining Techniques  
 

It is found that the prevailing heart disease risk models are not free from limitations because 

they show varying results across different datasets that greatly reduces the effectiveness of the 

system. In this research, the heart disease dataset is mined through Decision Tree, K Nearest 

Neighbor, Random Forest, Support Vector Machine, and Naive Bayes techniques using 10-

fold cross-validation to get unbiased results. Various medical domain performance metrics 

sensitivity, specificity, accuracy, precision, AUROC score, and misclassification rates, and the 

model measures like computational complexity and comprehensibility are calculated to obtain 

the optimal and accurate results. Below given sub-sections explain the experimental results 

obtained by different heart disease risk evaluation models. 

 

4.5.1 Decision Tree Model Experimental Results 

The rationale to apply a decision tree is to develop a heart disease risk evaluation model that 

can predict a class (diseased or healthy) by learning simple decision rules deduced from 

training data. The cross-validation on the training dataset is used to get the unbiased results 

[148] [149]. The performance results of the decision tree model are shown in the confusion 

matrix figure 4.6. From the decision tree model‟s confusion matrix (figure 4.6) the sensitivity, 

specificity, accuracy, precision, and error rates are derived that are described as follows: 

The percentage of patients that were recognized accurately to have the heart disease (i.e., True 

Positive) upon the total number of patients who actually have the heart disease is Sensitivity.” 

Putting the derived sensitivity values of the confusion matrix figure 4.6 in equation (3.11) the 

sensitivity of 82% is obtained. The closer the value for this measure is to 1, the better the rules 

are at identifying those patients who have heart disease. 

Similarly, the percentage of victims that were recognized correctly to not have the heart 

disease (i.e., True Negative) upon the total number of patients who do not have the heart 

disease is Specificity.” Putting the derived specificity values of confusion matrix figure 4.6 in 
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equation (3.12) the specificity of 0.8092% is obtained which means the decision tree model 

can recognize the healthy cases with an accuracy of 80%. The nearer the value for this 

measure is to 1 the best the rules are at identifying those patients without the disease. The 

overall accuracy of the decision tree model is obtained by using the equation (3.13) in figure 

4.6 which is equivalent  to 0.8185% which represents that the decision tree heart disease 

model‟s overall performance (in diagnosing both the diseased and non-diseased heart disease 

cases) , the higher the accuracy percentage, the more accurate the model is. 

 

                                     Figure 4.6 Decision Tree Model Confusion Matrix 

 

Similarly, putting the values of the confusion matrix figure 4.6 in equation (3.14), a precision 

of 0.8410% is obtained. The closer the value for this measurement is to 1, the greater the 

chance that those with a positive outcome will actually have a disease. If a high precision rate 

of the decision tree model is obtained, then it means that the model will obtain a low false-

positive rate. The error rate of the developed decision tree model is obtained by putting the 

values of the confusion matrix figure 4.6 in equation (3.15), which is equivalent to 0.1814%. 

The lower the percentage of misclassification rate of the model, the more accurate the model 

is in identifying the diseased and healthy cases. 

The AUROC performance measurement is used to check the “probability curve and measure 

of separability obtained by decision tree algorithm.” AUROC demonstrates how efficiently 

the model can differentiate among the diseased and non-diseased patients. “AUROC curve is 

the plot of the true positive rate (Y-axis) against the false positive rate (X-axis) for a number 



59 
 

of different candidate threshold values between 0.0 and 1.0. Below given figure 4.7 is the 

AUROC of the decision tree algorithm with an AUROC score of =0.817%. “The area under a 

correlation curve plotting true positive against false positive is higher for models best able to 

correctly identify positive and negative cases.  

 

Figure 4.7 AUROC by the Decision Tree Model 

 

We simulate the accomplished experimental results of the developed decision tree heart 

disease model with the prevailing research; the results obtained are to the best of our 

knowledge greater than the published results in the literature. However, the derived decision 

tree rules from heart disease data are complex and large, which increases the time complexity 

of the risk evaluation model and makes the system slow. 

 

4.5.2 K Nearest Neighbor Model Experimental Results 

The purpose of using the K Nearest Neighbor algorithm is to build a risk evaluation model 

that can predict heart disease at its earliest. The 10-fold cross-validation is used on the training 

data to get optimal and unbiased results. The performance results like sensitivity, specificity, 

accuracy, precision, and the error rates of the KNN classifier are derived from the confusion 

matrix figure 4.8. 

The sensitivity of 0.7318% is obtained by using equation (3.11) in figure 4.8, which means the 

K Nearest Neighbor model can recognize the positive heart disease cases with an accuracy of 
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73%. Similarly, the amount of patients that were correctly recognized healthy is 0.66% by 

using the specificity equation (3.12) in figure 4.8; this means the K Nearest Neighbor model 

can recognize the healthy cases with an accuracy of 66%.  

 

 

 

 

 

 

 

 

Figure4.8 K Nearest Neighbor Confusion Matrix on the Test Dataset 

 

The overall accuracy of the K Nearest Neighbor model is obtained by putting the confusion 

matrix figure 4.8 into the equation (3.13) which is equivalent to 0.6980% this means that the 

K Nearest Neighbor heart disease model‟s overall performance accuracy (in diagnosing both 

the diseased and non-diseased heart disease cases) is 69%. Similarly, using equation (3.14) 

precision of the K Nearest Neighbor model is calculated that is equivalent to 0.696%. If a high 

precision rate of the K Nearest Neighbor model is obtained, it means the model will obtain the 

low false-positive rate. The error rate of the developed K Nearest Neighbor model is obtained 

using the equation (3.15) in the confusion matrix figure 4.8, which is equivalent to 0.3019%.  

The AUROC performance measurement is used to see whether the predictive classification 

model can accurately differentiate between the diseased and healthy cases; however, the poor 

models will have difficulties in distinguishing between the two classes. Below given figure 

4.9 shows the AUROC curve obtained from the K Nearest Neighbor algorithm with an 

AUROC score of =0.70%. 

We simulate the accomplished experimental results of the developed K Nearest Neighbor 

heart disease risk model with the prevailing research; results show that the K Nearest 

Neighbor model is not optimal for heart disease prediction because the misclassification rate 
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is high. Apart from medical domain performance measures, the model performance measures 

like computational complexity and the comprehensibility of the developed heart disease risk 

model are calculated, which are also high. The higher values of misclassification rate and 

model complexity factors restrain its applications because medical prediction models must 

satisfy greater prediction accuracy and a single misdiagnose can lead to severe consequences 

like death. 

 

 

 

 

 

 

 

 

 

Figure4.9 AUROC by K Nearest Neighbor Model 

 

4.5.3 Support Vector Machine Model Experimental Results 

Support “Vector Machine separates data into classes based on a hyperplane with maximum 

margin and searches for the optimal hyperplane between classes to create the support vectors 

[60] [150].”  In this research, the Support Vector Machine is used to develop a risk model that 

can predict heart disease in its early stages. The performance results of the Support Vector 

Machine model on the Kashmir heart disease dataset are shown in confusion matrix 

figure4.10, and the sensitivity, specificity, accuracy, precision and error rates are derived from 

it which is described as follows: 

Using equation (3.11) in confusion matrix figure 4.10 the sensitivity of the Support Vector 

Machine (SVM) model is calculated as 0.825%; hence the SVM model can recognize the 

positive heart disease cases with an accuracy of 82%. Similarly, by using equation (3.12) in 

figure 4.10 the specificity of 0.8152% is obtained, which means the SVM model can 
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recognize the non-heart disease cases with an accuracy of 81%.  Similarly, the overall 

accuracy of 0.8213%, is obtained by putting the values of the figure 4.10 in equation (3.13), 

this means that the SVM heart disease model‟s overall performance (in diagnosing both the 

diseased and non-diseased heart disease cases) is 82%. Similarly, the precision of 0.8473% is 

obtained from figure 4.10 using equation (3.14), which means that the SVM model obtained 

the low false-positive rate. The misclassification rate of the developed SVM model is obtained 

using the equation (3.15) in figure4.10, which is equivalent to 0.1786%.  

 

 

 

 

 

      Figure 4.10 SVM Confusion Matrix on Test Dataset 

 

The AUROC performance measurement is used to “check the probability curve and measure 

of separability obtained by the SVM model.”Below given figure4.11 shows AUROC obtained 

from the SVM model with an AUROC score of =0.82%.  

 

 

 

 

 

 

 

Figure 4.11 AUROC by Support Vector Machine Model 

 

We simulate the accomplished experimental results of the developed Support Vector Machine 

heart disease model with the prevailing research; the results obtained are to best of our 
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knowledge greater than the published results in the literature; hence the developed SVM 

model is used for its practical implementation. 

 

4.5.4 Random Forest Model Experimental Results 

The predictive results of the Random Forest model on the Kashmir heart disease dataset are 

shown in the confusion matrix figure4.12. The sensitivity, specificity, accuracy, precision, and 

the error rates derived from the figure are explained as follows: 

 

 

 

 

 

 

Figure 4.12 Random Forest Model Confusion Matrix on Test Dataset 

 

The random forest model can recognize the positive heart disease cases with a sensitivity of 

85% by putting values of figure 4.12 in equation (3.11). “Similarly, the number of patients that 

were diagnosed healthy is equivalent to 0.8338% that is obtained by using equation (3.12) in 

figure 4.12. The closer the value for this measure is to 1, the better the rules are at identifying 

healthy patients.  

The total accuracy of 0.8462% is achieved by using the equation (3.13) in figure 4.12 this 

means that the random forest heart disease model‟s overall accuracy (in diagnosing both the 

diseased and non-diseased heart disease cases) is 84%, the greater the accuracy percentage, 

the excellent the model is. Similarly, the precision of 0.8589% is obtained using equation 

(3.14) in figure 4.12. The closer the value for this measurement is to 1, the greater the chance 

that those with a positive result will have the disease. The error rate of 0.15% is obtained by 

putting the values of figure 4.12 in equation (3.15). The lower the percentage of 
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misclassification rate of the model, the more accurate the model is in identifying the diseased 

and healthy cases. 

The AUROC score is calculated to check the probability curve and measure of separability 

obtained by the random forest model.” The AUROC tells how good the model can 

differentiate among a diseased and healthy patient. Below given figure4.13 shows AUROC 

obtained from the random forest model with an AUROC score of =0.85%.  

 

 

 

 

 

 

 

 

 
Figure4.13 AUROC by Random Forest Model  

We simulate the accomplished experimental results of the developed random forest heart 

disease model with the prevailing research; the results obtained are to the best of our 

knowledge greater than the published results in the literature. Hence the proposed random 

forest model is used for the initial prediction of the heart disease patients. 

 

4.5.5 Naive Bayes Model Experimental Results 

Naive Bayes algorithms are a group of basic probabilistic algorithms based on applying 

Bayes' theorem with strong (naive) independence assumptions between the features [59] [61]. 

The 10-fold cross-validation is used on the Kashmir heart disease dataset to achieve the 

maximum accuracy and unbiased results.” The performance results of the Gaussian Naive 

Bayes algorithm are shown in confusion matrix figure4.14, and the sensitivity, specificity, 

accuracy, precision, and error rates are calculated as follows: 
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Using equation (3.11) in the confusion matrix figure 4.14 the sensitivity of the Gaussian Naive 

Bayes model is obtained which is equivalent to 0.7273%; hence the Gaussian Naive Bayes 

model can recognize the positive heart disease cases with the sensitivity of 72%.  Similarly, 

by using equation (3.12) in the confusion matrix figure 4.14 the specificity of the Gaussian 

Naive Bayes model is calculated that is equivalent to 0.663% which means the Naive Bayes 

model can recognize the non-heart disease with 66%.  

The overall accuracy of the Gaussian Naive Bayes model is obtained by using the equation 

(3.13) in the confusion matrix figure 4.14 which is equivalent to 0.696%; this means that the 

Naive Bayes heart disease model‟s overall performance (in diagnosing both the diseased and 

non-diseased heart disease cases) is 69%.  Likewise using equation (3.14) in the confusion 

matrix figure 4.14, the precision of the Gaussian Naive Bayes model is calculated, which is 

equal to 0.7012%. The error rate of the developed Gaussian Naive Bayes model is obtained by 

using the equation (3.15) in the confusion matrix figure 4.14, which is equivalent to 0.30%.  

 

                        Figure 4.14 Naive Bayes Model Confusion Matrix on Test Dataset 
 

The AUROC score is calculated to check how good the model can distinguish between 

diseased and healthy patients. Below given figure 4.15 shows the AUROC curve obtained 

from the Naive Bayes model with an AUROC score of =0.70%. 

As per our knowledge, these experimental results of the developed Naive Bayes model are not 

the best for predicting heart disease because the misclassification rates are higher than the 
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existing proposed models in the literature. Apart from medical domain performance measures 

the computational complexity and the comprehensibility of the developed Naive Bayes model 

are high. The higher values of misclassification rate and model complexity factors restrain its 

applications because medical prediction models must satisfy greater prediction accuracy and a 

single misdiagnose can lead to severe consequences. 

 

 

 

 

 

                        Figure 4.15 AUROC Curve by Gaussian Naive Bayes Model  

4.6    Performance Comparison of The Developed Heart Disease Models 

 

This section presents performance and comparison of the Decision Tree, K Nearest Neighbor, 

Support Vector Machine, Random Forest and the Naive Bayes risk prediction models through 

different measures as described in the following table 4.3.  

Experimental results demonstrate that the random forest model performs most excellent in 

comparison to other risk models. The performance of the developed heart disease risk 

evaluation model is tested with the prevailing risk tools which demonstrate that the results are 

exceptionally encouraging with outstanding predictive accuracy. After the basic assessment of 

experimental results, it is imperative to cautiously check and assess the data to extract 

important knowledge, develop best models, and determine optimal factor settings. The results 

show that the random forest model outperforms other risk evaluation models with an optimal 

accuracy of 85%, the specificity of 83%, the sensitivity of 85%, precision of 85%, AUROC 
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score of 85% and with less misclassification rate of only 13%. The accuracy obtained by the 

random forest is highest for diagnosing heart disease and is not achieved by previous studies.   

            Table 4.3 Performance Measures of Developed Heart Disease Models 

 Performance Measures 

Models Sensitivity Specificity Accuracy Precision Error Rate AUROC 

Decision Tree 82% 80% 81% 84% 18% 81% 

K Nearest Neighbor 73% 66% 70% 69% 30% 70% 

Support Vector Machine 82% 81% 82% 84% 17% 82% 

Random Forest 85% 83% 84% 85% 15% 85% 

Naive Bayes 72% 66% 69% 70% 30% 70% 

 

The above given figure 4.15 shows the combined AUROC curves of different developed heart 

disease risk evaluation models. From figure4.16, it is clear that the random forest risk 

evaluation model has the highest AUROC score of 0.85%, which means the model is highly 

skillful in predicting the diseased and non-diseased patients. 

 

 

 

 

 

 

 

                  Figure 4.16 Combined AUROCs of the Developed Risk Evaluation Models 

 

4.7 Developing an Accurate Heart Disease Data Mining Model 

 

While developing the predictive data mining model, it is essential to locate the right balance 

of bias and variance to effectively minimize the test set error. It is necessary to adjust bias and 
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variance such that we won‟t get into under-fitted and overfitted problems [151]. If we 

managed to reduce the bias and variance, then the accurate model can be built [140]. Bias is 

an error from a faulty assumption in the learning algorithm, and when it is high, the model 

won‟t be able to accurately define the relationship between the attributes and the target 

outputs. However, the variance is an error resulting from fluctuations in the training dataset, 

and when its value is high; the model will not generalize to capture new data points [151].  

The procedure to minimize the error is to reduce the bias and variance, but, it is not easy to 

reduce them concurrently because minimizing one term leads to an increase in the other term 

[152]. “So it is important to find the balance between the bias and variance (bias-variance 

trade-off) so that to reduce the total error and have a perfect fit model” [154].  

“Total Error = Bias^2 + Variance + Irreducible Error”          (4.1) 

 

          Figure 4.17 Bias and Variance Contributing to the Total Error 

In practice, there is not an analytical procedure to find this location; instead, we use the 

hyperparameter optimization (discussed in chapter V) that helps to manage the behavior of 

machine learning classifiers when optimizing for performance and finding the right balance 

between Bias and Variance. Below given figure4.16 shows the total error representation of the 

supervised learning models. The total error is calculated using equation (4.1). 
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4.8 Chapter Summary  

 

In this research work, Davis‟s data mining methodology is followed for the development of a 

heart disease risk assessment model. In this chapter, the research design is formulated to 

simplify the research activities and make research productive by the statement of objectives. 

The Kashmir heart disease dataset is mined using different feature selection techniques to 

choose considerable heart disease risk attributes. These significant risk attributes are used for 

data mining techniques for the early prediction of heart disease patients. The data mining 

classification techniques like Decision Tree, Support Vector Machine, K Nearest Neighbor, 

Random Forest, and Naive Bayes are applied for the early prediction and identification of 

heart disease patients. Experimental results demonstrate that the random forest model 

outperforms other models with the highest model accuracy, low misclassification rate, and 

low time complexity. The heart disease risk evaluation model will help medical practitioners 

in early prediction and diagnosis hence would reduce progression to severe complications.  
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CHAPTER 5 

Hyperparameter Optimization of the Heart Disease Risk Evaluation 

Models 

 
Heart Disease prediction and identification is often challenging due to its underlying 

complications. To predict heart disease more accurately and efficiently with minimum 

misdiagnosis, we optimize the hyperparameters of the developed models. Hyperparameter 

optimization is the process of tuning the optimal hyperparameters for a learning model [155]. 

It essentially means searching through an enormous universe of possible combinations of 

hyperparameters for the set that optimizes the desired figure of merit [156]. The model 

parameters are learned during the training phase; however, the hyperparameters are not 

directly learned from the training data but are tuned independently [157] [158]. This chapter 

describes how to optimize the hyperparameters of the developed models build in chapter 4. In 

this chapter, we also describe the different categories of hyperparameter optimization 

techniques and the comparison of the heart disease risk evaluation models with and without 

hyperparameters. Finally, we also discuss different combinations of risk features for cardiac 

disorder prediction, generated heart disease rules, heart disease expert system evaluation 

model components, and the developed heart disease risk evaluation model and end up with the 

chapter summary and conclusion. 

 

5.1 Hyperparameter Optimization Techniques 

Hyperparameters are the handles and levels that we draw and turn when developing a machine 

learning model. Hyperparameters are optimized by searching for different settings to check 

which values give maximum accuracy [159]. Model optimization is one of the hardest 

challenges in the implementation because of continuously modifying the code of the model to 
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decrease the testing error [160] [161]. The pictorial representation of hyperparameter 

optimization is shown in the below-given figure5.1. 

 

       Figure5.1 Hyperparameter Optimization Representation 

 

Hyperparameter tuning is an art to improve the performance of the model, and choosing 

appropriate hyperparameters will generate the most accurate outcomes and will give highly 

valuable insights into the data. The hyperparameters help to direct the behavior of the machine 

learning models when tuned for the performance and when finding the exact stability between 

bias and variance. Hyperparameter optimization is represented in equation form as: 

*
arg min ( ) (5.1)x f x

x X


  

Here f(x) represents an objective score to minimize the misclassification ratio evaluated on 

the validation set; x* is the set of hyperparameters that yield the lowest value of the score, and 

x can take on any value in the domain X. In simple terms, we want to find the hyperparameters 

that yield the best score on the validation set metric using different hyperparameter techniques. 

 

5.1.1 Grid Search Hyperparameter Optimization 

The conventional procedure of conducting hyperparameter optimization has been Grid search, 

which is a comprehensive search of candidate parameter values over all feasible values in the 

defined search space. After all conceivable parameter combinations of the model are 

examined; the finest combination will be retained. Grid search trains the algorithm for every 
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single permutation by utilizing the two set of hyperparameters (learning rate and a number of 

layers) and determines the accuracy using the cross-validation technique [162]. This 

validation technique gives assurance that the trained model obtains a maximum of the patterns 

from the dataset. Below given figure5.2 shows the grid search method layout. 

 

 

 

 

 

 

 

              Figure5.2 Grid Search Layout 

 

The Grid search method is a simpler method to use, but it is a costly approach and suffers if 

data have high dimensional space (the curse of dimensionality) [163].  

 

5.1.2 Random Search Hyperparameter Optimization 

In random search optimization, hyperparameter values are randomly selected from the defined 

search space. Random sampling allows the search space to include both discrete and 

continuous hyperparameters [164]. Random Search optimization is a parallel approach that 

permits the inclusion of previous knowledge by determining the distribution from which to 

sample. Below given figure5.3 shows the layout of random search optimization [165]. 

Grid and Random search hyperparameter optimizations are completely uninformed by past 

evaluations, and as a result, often spend a significant amount of time evaluating “bad” 

hyperparameters [166]. The Grid and Random search optimization techniques are based on 

experienced machine learning practitioners and are heuristic techniques. In these techniques, 

human expertise won‟t attain a near-optimum setting of hyperparameters due to the 

mishandling of high dimensional data and can easily misinterpret when trying to tune multiple 

https://en.wikipedia.org/wiki/Cross-validation_%28statistics%29
https://en.wikipedia.org/wiki/Curse_of_dimensionality
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hyperparameters [167]. Due to these drawbacks associated with the Grid and Random search 

hyperparameter optimization techniques, we prefer to use the Bayesian hyperparameter 

Optimization for the development of the heart disease risk evaluation model. 

 

 

Figure 5.3 Random Search Layout 

 

5.1.3 Bayesian Hyperparameter Optimization 

In Grid and Random Search hyperparameter optimization, the model parameters are tuned 

randomly, and the new parameter combination is independent of all the previous trails 

executed [168]. However, the automatic hyperparameter optimization technique uses previous 

trail knowledge to make the best choice for the next parameter settings. Bayesian optimization 

first gathers the performance at various configurations then makes some conclusion and 

decides what configuration to try next. The reason is to decrease the number of checks while 

finding the best optimum [169].  

In this research work for Bayesian Optimization, the Single Cross-validation (S-CV) 

methodology shown in Figure5.4 is used with each technique. The heart disease dataset is 

divided into k stratified folds when hyperparameters are optimized and executed. The 

Decision Tree, Support Vector Machine, and K Nearest Neighbor classifiers are trained on 

training dataset for every single solution found by the techniques. One part of the dataset is 

used for the validation of the model, and the remaining parts of the dataset are utilized for 

testing purposes. “The validation and test performances are measured through the model 
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induced with the training dataset and the values of the hyperparameters found by the 

optimization technique. This process is reiterated for all k combinations in single cross-

validation. The average validation accuracy is then used as the fitness value, which directs the 

search process. Finally, the individual with the maximum validation accuracy is returned (with 

its hyperparameters values), and the technical performance is considered the average test 

accuracy of the individual.”  

 

 

         Figure5.4 Single Cross-Validation Methodology for Hyperparameter Optimization 

 

5.2 Optimizing the Heart Disease Risk Evaluation Models 

Data mining classifiers include numerous hyperparameters whose values influence the 

predictive performance of the induced models in complicated ways. Because of the large 

number of possibilities for the hyperparameter settings, we lack insight into how to 

professionally search this immense space of configurations. There are tons of potential 

parameters to tune on every model, and all the parameters are valuable, but it is required to 
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select the significant subset of parameters. Below given subsections describe how various 

developed risk evaluation models are optimized. 

 

5.2.1 Decision Tree Hyperparameter Optimization Model 

The most significant hyperparameters of the decision tree model are tuned to obtain the 

optimal accuracy; however, we should be careful to validate them on test data fold to avoid 

overfitting. The significant hyperparameters which improve the performance of the decision 

tree model that need to be tuned are as follows [170]: 

i. Max Depth: The max depth hyperparameter of the decision tree algorithm represents how 

deep the tree can be. A decision tree with maximum depth captures more information from 

the data. In this research work, we fit a decision tree algorithm with a max depth of 100 

and also plot the training and test AUROC scores. It is found that the developed model 

overfits if max depth values are set high.  

ii. Min Samples Split: This hyperparameter of the decision tree algorithm represents the least 

amount of samples needed to divide an internal node. The “min samples split vary from 

one sample at each node to considering all of the samples at each node. If the value of the 

min samples split parameter is increased, the tree becomes more constrained as it has to 

consider more samples at each node. However, if all of the samples at each node are 

considered, then the model” underfits. 

iii. Min Samples Leaf: This hyperparameter of the decision tree algorithm signifies the 

minimum number of samples needed to be at a leaf node. If the parametric value of min 

samples leaf is increased, then it leads to an underfitting problem. 

iv. Max Features: The max features hyperparameter of the decision tree algorithm signify the 

number of features to include when searching for the best split; however if a high number 

of max features are selected then it causes an overfitting problem. 
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v. Criteria: The Criteria hyperparameter feature of the decision tree decides how the impurity 

of a split will be measured. The default value for criteria hyperparameter is “Gini” 

however; it can be set as “Entropy.” 

After tuning the hyperparameters of the decision tree model, we obtain the results as shown in 

the below-given table 5.1. The permutations and combinations of the optimized decision tree 

model show different results; however, we describe only those combinations which provide 

the highest accuracies. 

Table5.1 Experimental Results of the Optimized Decision Tree Model 

Max Depth Min Samples Split Min Samples Leaf Max Features Criterion Accuracy 

10 18 15 Auto Entropy 81% 

15 25 12 Auto Gini 82% 

18 11 10 Sqrt Gini 72% 

20 15 20 Sqrt Gini 83% 

25 10 50 Auto Entropy 71% 

30 12 30 Auto Entropy 74% 

35 22 25 Sqrt Entropy 75% 

40 8 14 Sqrt Gini 78% 

45 5 16 Auto Entropy 73% 

50 14 Not Used Auto Gini 78% 

70 17 18 Auto Entropy 75% 

80 13 Not used Auto Entropy 84% 

100 20 Not used Sqrt Entropy 84% 

 

We applied the developed optimized decision tree model for the initial prediction and 

identification of cardiac disorder patients. The performance results of the model are shown in 

the confusion matrix figure 5.5.  
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From figure 5.5, we derive the True Positive Rate (Recall), True Negative Rate (Specificity), 

Accuracy, Precision, and Misclassification Rate, which are described as follows: 

Using equation (3.11) in figure 5.5 the True Positive Rate of 0.833% is achieved which means 

the developed optimized decision tree model can recognize the positive heart disease cases 

with an efficiency of 83%.  Similarly, using equation (3.12) in figure 5.5, the True Negative 

Rate of 0.80% is achieved which means the model can recognize the non-diseased cases with 

an efficiency of 80%. The accuracy of the optimized decision tree model is obtained using 

equation (3.13) in confusion matrix figure 5.5 that is calculated to 0.8185%; this describes that 

the decision tree model‟s overall accuracy in diagnosing both the diseased and healthy cases is 

81%. Similarly the Precision of 0.8294% is obtained using the equation (3.14) in the 

confusion matrix figure 5.5; this means the model has a low false-positive rate. The 

misclassification rate of the proposed decision tree model is obtained using the equation (3.15) 

in the confusion matrix figure 5.5 which is equivalent to 0.18%. 

 

 

 

 

 

 

                Figure5.5 Confusion Matrix of the Optimized Decision Tree Model 

The AUROC performance measurement is used to see how good the model can differentiate 

among diseased and healthy patients. Better models perfectly differentiate among the diseased 

and non-diseased victims; however, the poor models get difficulties in distinguishing them. 

The below-given figure 5.6 shows AUROC obtained from the optimized decision tree model 

with an AUROC score of =0.82%. We simulate the accomplished experimental results of the 
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optimized decision tree heart disease model with the prevailing research; the results obtained 

are to the finest of our observation more than the published results in the literature. Hence we 

use the developed, optimized decision tree model for predicting heart disease patients; 

however, further improvement in model performance is required. 

 

 

 

 

 

 

 

Figure 5.6 AUROC of the Optimized Decision Tree Model  

 

5.2.2 K  Nearest Neighbor Hyperparameter Optimization Model 

K Nearest Neighbor classifies an unidentified neighbor based on majority votes.  Each 

neighbor can be given equal weight, or the vote can be based on the distance. The 

hyperparameter optimization of the K Nearest Neighbor algorithm is performed to search the 

most excellent model that shows the maximum accuracy and the lowest error on the test 

dataset. The most important hyperparameters of the K Nearest Neighbor classifier are explored 

to check how they influence the model in terms of overfitting and underfitting. The primary 

hyperparameters of the K Nearest Neighbor model that are tuned are described as follows: 

i. The number of neighbors‟ k. 

 

ii. The similarity function or the distance metric. 

 

These two hyperparameters of the K Nearest Neighbor algorithm significantly influence the 

accuracy of the classifier. In the K Nearest Neighbor algorithm, the best K is the one that 
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provides the lowest test error rate; hence, the repeated calculations of the test error for other 

values of K are carried out. The test error rate is measured by reserving a subset of the training 

data from the fitting process. This subset (validation set) is used to choose the correct level of 

flexibility of the algorithm.  

The experimental results of the optimized K Nearest Neighbor model are shown in the below-

given table5.2. We use the different permutations and combinations of the K Nearest Neighbor 

model to attain the maximum accuracy. The parameter combinations which result in the 

highest accuracies are described in the table. We can see that when the metric attribute is 

configured as “Minkowski” and the weight attribute is configured as ”Uniform” the 

performance of the K Nearest Neighbor model degrades to 67%.  The „best score‟ function is 

used to check the accuracy of the model because the „best score‟ outputs the mean accuracy of 

the scores obtained through cross-validation.  

Table5.2 Experimental Results of the Optimized K NN Model 

 

Leaf Size Metric Neighbors Weights Accuracy 

5 Euclidean 5 Distance 82% 

10 Minkowski 11 Uniform 67% 

30 City Block 13 Distance 85% 

25 Euclidean 9 Distance 70% 

15 Minkowski 7 Uniform 72% 

20 City Block 11 Uniform 68% 

12 Euclidean 15 Distance 75% 

16 Minkowski 13 Uniform 77% 

18 Minkowski 7 Uniform 80% 

28 Euclidean 9 Distance 82% 

 

When the value of k is set small, the low bias and high variance are obtained; however, when k 

is large, then high bias and low variance is achieved. So we configure the value of the k 

parameter in a sweet position. Through the Optimization search, the model accuracy is 
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improvised up to 85%. The experimental results show that when the hyperparameter 

combinations are set to [Leaf Size= 30, Metric= City Block, Weights=13], then the highest 

accuracy of 85% is achieved. The performance results of the proposed K Nearest Neighbor 

model are shown in the confusion matrix figure5.7.  

 

                           Figure 5.7 Confusion Matrix of the Optimized K NN Model  

 

From the figure5.7, we derive the sensitivity, specificity, Accuracy, Precision, and 

misclassification rates, which are described as follows: 

Using equation (3.11) in figure 5.7, we obtain the True Positive Rate of 0.87% hence K 

Nearest Neighbor model can recognize the positive heart disease cases with a sensitivity of 

87%.  Similarly, the True Negative Rate of 0.81% is achieved by putting values of figure 5.7 

in equation (3.12) the result means that the K Nearest Neighbor model can recognize the non-

diseased cases with the efficiency of 81%. The overall accuracy of 0.84% is obtained by 

putting the values of figure 5.7 in equation (3.13) these values means the K Nearest Neighbor 

model‟s overall performance in predicting both the diseased and healthy cases. To obtain the 

Precision of the optimized K Nearest Neighbor model we put the values of the confusion 

matrix figure 5.7 in equation (3.14) which is 0.83%; this means that the optimized K Nearest 

Neighbor model has the low false-positive rate. The misclassification rate of the developed K 

Nearest Neighbor model is obtained by putting the values of figure 5.5 in the equation (3.15), 

which is equivalent to 0.15%.  
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Figure 5.8 AUROC of the Optimized K NN Model  

The AUROC performance measurement is used to check the “probability curve and measure 

of separability obtained by optimized K Nearest Neighbor model, below given figure5.8 

shows AUROC curve obtained from the K Nearest Neighbor model with an AUROC score of 

=0.85%. We simulate the accomplished experimental results of the optimized K Nearest 

Neighbor heart disease model with the prevailing research; the results obtained are to the best 

of our knowledge greater than the published results in the literature. Hence we can use the 

developed, optimized K Nearest Neighbor model for predicting the heart disease patients; 

however, further improvement in model performance is required. 

 

5.2.3 Support Vector Machine Hyperparameter Optimization Model 

The most significant hyperparameters of the Support Vector Machine model are tuned to 

obtain the highest accuracy for the initial identification of heart disease; however, we should 

be careful to validate them on the test dataset. The hyperparameters of the Support Vector 

Machine model that are optimized are as follows: 

i. Kernel:  The Kernel hyperparameter chooses the type of hyperplane to separate the data. 

The kernel hyperparameter changes the given input data into the requisite form. In the 

Support Vector Machine, various categories of kernel functions are available like 
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Polynomial, Radial Basis Function (RBF), Linear and Sigmoid. In this research, all types 

of kernel functions are used; however, the RBF kernel function provided significant 

results. 

ii. Regularization: The Regularization hyperparameter of the Support Vector Machine is the 

penalty parameter, which represents misclassification or error term. The misclassification 

means how much error is bearable. If a regularization hyperparameter is set with a 

smaller value, then it creates a small-margin hyperplane, and if it is set with a larger 

value, then it creates a larger-margin hyperplane. 

iii. Gamma:  The Gamma hyperparameter of the Support Vector Machine classifier is used 

for non-linear hyperplanes. If Gamma hyperparameter is set with a smaller value, then it 

loosely fits the training dataset; however, a higher value exactly fits the training dataset, 

which causes overfitting.  

 

The behavior of the developed Support Vector Machine risk assessment model is extremely 

sensitive to the gamma hyperparameter. The different accuracies achieved after tuning various 

hyperparameters of the Support Vector Machine model are shown in the below-given table 

5.3. The “Kernel” and “Regularization” hyperparameters of the Support Vector Machine 

model are configured with the best set of permutations and combinations to obtain the optimal 

accuracy. 

It is found that when the Kernel hyperparameter values are set to (linear or sigmoid or Sqrt), 

the time complexity of the risk model increases. The experimental results show that when the 

Support Vector Machine hyperparameter combinations are set to [Kernel=rbf, Gamma=0.1, 

Regularization=1.0], the highest accuracy of 81% is achieved. The results of the model are 

shown in the confusion matrix figure 5.9.  

From the figure5.9, we derive the sensitivity, specificity, Accuracy, Precision, and 

misclassification rate, which are described as follows: 
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Table5.3 Experimental Results of the Optimized SVM Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                           Figure 5.9 Confusion Matrix of the Optimized SVM Model  

 

Putting the values of confusion matrix figure 5.9 into the equation (3.11) the True Positive 

Rate of 0.80% is achieved; which means the Support Vector Machine model can recognize the 

Kernel Gamma Regularization Accuracy 

Linear 0.001 0.11 71% 

Sigmoid 0.1 1.0 70% 

Sqrt 0.00001 0.001 68% 

rbf 0.1 1.0 81% 

Linear 0.001 0.001 72% 

rbf 0.0001 0.1 80% 

Linear 0.01 0.10 73% 

rbf 0.0011 0.0001 78% 

Sqrt 0.0001 0.010 75% 

Sqrt 0.1 0.11 76% 

Sigmoid 0.01 1.0 74% 

Linear 0.0001 1.0 71% 

Sigmoid 0.010 0.11 77% 

Rbf 0.11 0.0001 69% 

Sqrt 0.10 0.001 73% 
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positive heart disease cases with 80% efficiency. Similarly, the True Negative Rate of 0.82% 

is achieved by putting the values of confusion matrix figure 5.9 into the equation (3.12), these 

results mean the optimized Support Vector Machine model can recognize the non-diseased 

cases with an efficiency of 82%.  

The overall accuracy of 0.81% is obtained by putting the values of confusion matrix figure 5.9 

into the equation (3.13) this means that the Support Vector Machine model‟s overall 

performance in predicting both the diseased and healthy cases is optimal. The Precision of the 

optimized Support Vector Machine model is equivalent to 0.86%; this means that the model 

has a low false-positive rate. The misclassification rate of the developed optimized SVM 

model is 0.18%.  

 

 

 

 

 

 

 

 

Figure 5.10 AUROC of the Optimized SVM Model  

 

The AUROC performance measurement is used to see how exact the model can distinguish 

between diseased and non-diseased patients. Below given figure5.10 shows the AUROC 

curve obtained from the optimized Support Vector Machine with an AUROC score of 

=0.81%. The accomplished experimental results of the optimized Support Vector Machine 

heart disease risk model are simulated with the prevailing research; the experimental results of 

the optimized Support Vector Machine model are not best for predicting heart disease. Its 

usage is restrained for the practical implementation because the Support Vector Machine heart 
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disease risk evaluation model‟s time complexity is high, and it causes an overfitting problem 

that leads to heart disease misdiagnosis. 

 

5.2.4 Random Forest Hyperparameter Optimization Model 

A random forest classifier fits various decision trees on a “variety of sub-samples of the 

dataset and uses averaging to improve the predictive accuracy and control” the overfitting 

problem. In this research for the risk model development, the most influential 

hyperparameters of the random forest classifier are explored and configured, which are 

discussed below: 

i. N Estimators: This hyperparameter of the random forest algorithm represent the total 

number of trees in the forest. The larger the numbers of trees are in the random forest, the 

more accurately it can learn from the data. In this research work, the execution process is 

stopped at 32 trees because adding more number of trees reduces the model performance. 

ii. Max Depth: The Max Depth hyperparameter represents how deep each tree in the forest 

can be. A tree with maximum depth captures more information from the data. In this 

research work, we fit each tree with max depth hyperparameter value ranging in between 

1 to 32 and draw the training and test errors; however, the developed random forest model 

overfits for large values.  

iii. Min Samples Split: This hyperparameter of the random forest algorithm represents the 

minimum “number of samples required to split an internal node. The min samples split 

vary from one sample at each node to considering all of the samples at each node.”If the 

value of the min samples split parameter is increased, the tree becomes more constrained 

because then it has to include more samples at every node. Experimental results show that 

when all of the samples at each node are used, the model does not learn enough from the 

data and leads to the underfitting problem. 
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iv. Min Samples Leaf: This hyperparameter represents the minimum number of samples 

needed to be at a leaf node. If the parametric value of this hyperparameter is set high, then 

it leads to underfitting. 

v. Max Features: This hyperparameter signifies the number of features to include when 

searching for the best split; however setting the value of max features large causes an 

overfitting problem. 

 After tuning the hyperparameters of the random forest model, we obtain the performance 

results which are described in the below-given table 5.4.  

Table5.4 Experimental Results of the Optimized Random Forest Model 

 

Criterion Max Depth Max Features N Estimators Min Samples Leaf Accuracy 

Gini 70 Not Used Not Used Not Used 85% 

Entropy 60 Auto Not Used Not Used 86% 

Gini 50 Auto 100 Not Used 87% 

Entropy 80 Auto 100 100 73% 

Gini 100 Auto 100 50 76% 

Entropy 30 Not Used 80 60 80% 

Gini 40 Not Used 90 40 78% 

Gini 25 Auto 70 30 75% 

Entropy 20 Auto 40 25 82% 

Entropy 35 Auto 30 20 81% 

Gini 45 Not Used 60 35 80% 

 

The permutations and combinations of the optimized random forest model show different 

results; however, we describe only those parametric combinations which provide the highest 

accuracies. The experimental results show that when the hyperparameter combinations are 
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configured as [Criterion= Gini, Max Depth= 50, Max Features= Auto, N Estimators=100] the 

highest accuracy of 87% is achieved.  

The optimized random forest model is applied for the initial prediction and identification of 

heart disease. The performance metrics results of the model are shown in the confusion matrix 

figure 5.11.  

 

 

 

 

 

 

 

Figure 5.11 Confusion Matrix of the Optimized Random Forest Model 

 

From the figure5.11, we derive the sensitivity, specificity, Accuracy, Precision, and 

misclassification rate, which are described as follows: 

Putting the values of optimized random forest confusion matrix figure 5.11 into the equation 

(3.11) we obtain the True Positive Rate of 0.87%; hence the optimized random forest model 

can recognize the positive heart disease cases with the efficiency of 87%.  Similarly, by 

putting the values of figure 5.11 into the equation (3.12), we get the True Negative Rate of 

0.84% that means the optimized random forest model can recognize the non-heart disease 

cases with the efficiency of 84%. The accuracy of the optimized random forest model is 

obtained by using the equation (3.13) into the confusion matrix figure5.11 which after 

calculations is equivalent to 0.86% which is the overall performance in diagnosing both the 

diseased and healthy heart disease cases. The Precision of 0.86% is achieved; this means that 

the optimized random forest model has a low false-positive rate. The misclassification rate of 
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the developed, optimized random forest model is obtained by putting the values of confusion 

matrix figure 5.11 into the equation (3.15), which is equivalent to 0.13%.  

We also use the AUROC performance metric to check the “probability curve and measure of 

separability” achieved by an optimized random forest model. Below given figure5.12 shows 

AUROC obtained from the random forest model with an AUROC score of =0.86%. 

 

 

 

 

 

 

 

 

Figure 5.12 AUROC of the Optimized Random Forest Model  

We simulate the accomplished experimental results of the optimized random forest heart 

disease model with the prevailing research; the results obtained are to the best of our 

knowledge greater than the available results in the literature; however further improvement in 

model performance is required. Hence we use the developed, optimized random forest model 

for the initial prediction of heart disease victims. 

 

5.3  Performance Comparison among Developed Optimized Risk Models 

In this section, an assessment and comparison of the optimized models are described and to 

test the performance of developed, optimized heart disease risk models different measures are 

used which are described in the below-given table 5.5.  

The performance outcome demonstrates that the optimized random forest model outclasses 

other risk models. The performance of the developed model is verified with prevailing designs 

which demonstrate that the outcomes are promising with magnificent predictive function. 
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After a precarious assessment of experimental results, we recognize that it is essential to 

precisely examine and calculate the data to extricate precious knowledge and develop the 

models.  

Table5.5 Performance Measures of Developed Optimized Heart Disease Models 

 Performance Measures of the Models 

Models TPR TNR Accuracy Precision Error Rate AUROC 

Decision Tree 0.83% 0.80% 0.82% 0.82% 0.5% 0.82% 

K Nearest Neighbor 0.87% 0.81% 0.84% 0.83% 0.15% 0.85% 

Support Vector Machine 0.80% 0.82% 0.82% 0.86% 0.18% 0.82% 

Random Forest 0.87% 0.84% 0.87% 0.86% 0.13% 0.86% 

 

The outcomes show that the random forest model obtains the optimal accuracy of 87%, with a 

minimum misclassification rate of only 0.13%. Figure 5.13 shows the combined AUROC 

curves of different optimized heart disease risk evaluation models. Random forest heart disease 

risk evaluation model has the highest AUROC score of 0.87 %, which means the model has the 

best capability to differentiate among the diseased and non-diseased heart victims; however, 

further, improvement is needed. 

 

 

 

 

 

     

 

 Figure 5.13 Combined AUROC of the Optimized Risk Evaluation Models 
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5.4 Performance Comparison between the Default and Optimized Risk 

Evaluation Models  

Although heart disorder is the principal source of mortality across the globe; however, it has 

also been identified as among the most preventable and controllable disease. At least 80% of 

heart disease could be avoided by a healthy diet, regular bodily exercise, and evasion of tobacco 

products. The early detection and treatment are aimed to decrease progression to the expensive 

and costly illness of heart disease. Keeping these things under consideration, the heart disease 

risk evaluation model is developed using different data mining methods for the initial prognosis 

of the disease with high predictive power. To improve the performance and minimize the 

misclassification rate of the heart disease risk model, we optimize the hyperparameters of the 

models. Below given table5.6 describes the comparison among the default and the optimized 

heart disease risk models.  

Table 5.6 Performance Comparison of Developed Heart Disease Risk Models 

Performance 

Measures 

Comparison among Different Heart Disease Risk Evaluation Models  

Decision Tree K NN SVM Random Forest Naive Bayes 

DMP HPT DMP HPT DMP HPT DMP HPT DMP 

TPR 0.82 0.83 0.73 0.87 0.82 0.80 0.85 0.87 0.72 

TNR 0.80 0.80 0.66 0.81 0.81 0.82 0.83 0.84 0.66 

Accuracy 0.81 0.82 0.70 0.84 0.82 0.82 0.84 0.87 0.69 

Precision 0.84 0.82 0.69 0.83 0.84 0.86 0.85 0.86 0.70 

Error Rate 0.18 0.05 0.30 0.15 0.17 0.18 0.5 0.13 0.30 

AUROC  0.81 0.82 0.70 0.85 0.82 0.82 0.85 0.86 0.70 

 

TPR means (True Positive Rate), TNR means (True Negative Rate), DMP means (Default 

Model Parameters), and HPT means (Hyperparameter Tuning). The experimental results 

illustrate that the random forest model outperforms other models both on default and 

hyperparameter settings. “The performance of the developed cardiac disorder risk evaluation 

model is verified with prevailing designs which demonstrate that the outcomes are promising 
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with magnificent predictive function. After a precarious assessment of experimental results, we 

recognize that it is essential to precisely examine and calculate the data to extricate valuable 

knowledge and develop the model.” 

5.5 Different Combinations of Risk Features for Early Heart Disease 

Prediction and Identification 

In this section, the results of different permutations of risk features for the untimely prognosis 

and identification of heart disease are presented. Below given table5.7 demonstrates the 

performance of various combinations of the non-invasive features in early heart disease 

predictions. The combinations of Systolic BP, Diastolic BP, Heredity, and Age show the best 

accuracy of 77.3% obtained by the decision tree model. We also measure the sensitivity and 

specificity of all the attribute combinations. Here sensitivity is most effective in diagnosing sick 

cases to provide proper care. By adding BMI (Height and Weight) attribute with the 

combination of [Age, Systolic BP, Diastolic BP, and Heredity], risk features accuracy is 

increased up to 78.9% by the random forest model. However, further combinations of the risk 

attributes with different permutations and combinations decrease the accuracy.  

An optimal set of predictive risk rules are generated using the above-derived attribute 

combinations, which help in the initial prognosis and recognition of heart disease victims. The 

generated heart disease risk evaluation rules are pruned, evaluated and validated by different 

medical domain experts; however, their use is restricted as the extracted rules are inductive 

because they are based on the specific ethnic heart disease dataset. 

Table5.7 Integrating Different Non-Invasive Heart Disease Risk Factors 

Techniques Risk Attributes Sensitivity Specificity Accuracy 

Decision 

Tree 

Systolic BP, Diastolic BP,  Age, Heredity 78% 80% 77.3% 

Systolic BP, Diastolic BP, Age, BMI 72% 70% 70.9% 

Age, Healthy Diet, BMI 68% 61% 63.3% 

Systolic BP, Diastolic BP, Age,  Physical 

Activity 

53% 60% 58.6% 
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Healthy Diet, BMI, Physical Activity, 

Age 

58% 41% 50.9% 

Healthy Diet, Physical Activity, Age, 

Systolic BP, Diastolic BP 

45% 43% 42.5 

Physical Activity, Age, Healthy Diet, 

BMI, Systolic BP, Diastolic BP 

38% 30% 38.2% 

Age, Physical Activity, Smoking, Systolic 

BP, Diastolic BP, Healthy Diet,  Alcohol 

Consumption, BMI 

30% 28% 42.7% 

K Nearest 

Neighbor 

(KNN) 

Age, Healthy Diet, Alcohol Consumption, 

Smoking 

42% 45% 38.2% 

Age, BMI, Healthy Diet 70% 60% 67.9% 

Age, BMI, Alcohol Consumption, 

Smoking, Sex 

52% 50% 48.9% 

BMI, Systolic BP, Diastolic BP, Age, 

Physical Activity 

38% 35% 42.7% 

BMI, Systolic BP, Diastolic BP, Age 68% 74% 72.5% 

Age, Systolic BP, BMI, Diastolic BP, 

Heredity 

68% 70% 72.8% 

Random 

Forest 

Systolic BP, Diastolic BP, Age, Healthy 

Diet, Smoking 

51% 48% 45.4% 

BMI, Age, Systolic BP, Diastolic BP, 

Heredity 

72% 78% 78.9% 

Alcohol Consumption, Physical Activity, 

Age, Systolic BP, Diastolic BP, BMI, 

Smoking, Healthy Diet 

35% 45% 58.7% 

Age, Sex, Physical Activity, BMI, 32% 34% 40.8% 

Age, Sex, Physical Activity, BMI, 

Systolic BP, Diastolic BP 

39% 45% 42.6% 

Support 

Vector 

Machine 

(SVM) 

Systolic BP, Diastolic BP, Age 72% 62% 76.1% 

Systolic BP, Diastolic BP, Age, BMI, 

Heredity 

70% 78% 75.2% 

Healthy Diet, Age, BMI 41% 53% 50.9% 

Systolic BP, Diastolic BP, Age, BMI, 

Physical Activity 

50% 44% 51.6% 

BMI, Physical Activity, Alcohol 49% 50% 52.4% 
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5.6 Heart Disease Expert System Evaluation Model Components 

The developed heart disease risk evaluation model is innovative because it identifies the degree 

of risk of heart disease patients using only the non-invasive data features, thus supporting its 

application as a public screening test. For simplicity, we have called this model as HDREM 

(Heart Disease Risk Evaluation Model). Below given figure 5.14 shows three main components 

of HDREM and their working: the knowledge base; inference engine; and the interface.  

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.14 Heart Disease Expert System Evaluation Tool Components 

Consumption, Age 

Age, Alcohol Consumption, BMI, 

Healthy Diet 

41% 59% 52.2% 

Naive 

Bayes 

Systolic BP, Diastolic BP, Age 74% 78% 75.1% 

Age, Alcohol  Consumption, Healthy 

Diet, Sex, BMI 

40% 44% 48.8% 

Systolic BP, Diastolic BP, Age, BMI, 

Heredity 

68% 75% 77.2% 

Systolic BP, Diastolic BP, Alcohol 

Consumption, Heredity, Age, BMI, 

Smoking, Healthy Diet, Sex, Physical 

Activity, 

46% 51% 50.6% 
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The knowledge base component applies the proposed models on non-invasive heart disease 

data attributes to extract the expert system rules. The inference engine uses the extracted rules, 

and the users‟ input component draws conclusions from the knowledge base and presents them 

to the user via the user interface. The user interface allows for “communication” screens where 

the user enters input data, and the expert system returns the degree of heart disease risk as 

calculated by the inference engine. 

 

5.7 Heart Disease Risk Evaluation Model (HDREM) 

The heart disease risk evaluation model is developed that can be applied for public scanning to 

predict and diagnose patients at serious, elevated risk disease and give information to facilitate 

immediate intervention. In Chapter 4 and Chapter 5, the developed models use various risk 

attributes in predicting heart disorder victims. The results demonstrate that the combination of 

Age, Systolic BP, Diastolic BP, BMI, Healthy Diet, Hereditary, and Physical Activity provides 

the best results. These results seem sufficiently high that the Decision Tree, Random Forest, K 

Nearest Neighbor, Support Vector Machine and Naive Bayes methods could be used to create a 

screening test for the evaluation of heart disease risk for use at a public level. The rules are 

extracted to create a chart as community screening tests to support health care experts diagnose 

the degree of risk of heart disease patients. 

The HDREM development plan consists of two major phases. The first phase includes loading 

the attributes and applying the proposed models to the non-invasive features of the Kashmir 

heart disease dataset, and then the diagnostic rules are extracted and stored. In the second 

phase, the user enters his/her data; these attributes are used by the stored diagnostic rules to 

calculate the user‟s degree of risk of heart disease which is displayed to the user. The HDREM 

is implemented using the Python Jupyter Notebook web application. Figure 5.15 shows the start 

screen of HDREM, where the user enters his/her data, and the degree of heart disease risk is 

calculated and displayed. 
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Figure 5.15 Heart Disease Risk Evaluation Model Interface 

Figure 5.16 is an output result of the data entered by the user into different corresponding 

attribute values of the start screen; here, HDREM calculates the high degree of heart disease 

risk for the entered data. The threshold value greater or equal to 50 is diseased and below it not 

diseased. 

 

Figure 5.16 High-Risk Heart Disease Evaluation Example 
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Figure 5.17 is the second example of the HDREM model; in this case, a low risk of heart 

disease is calculated based on the entered data at the start screen. 

 

 

Figure 5.17 Low-Risk Heart Disease Evaluation Example 

These examples demonstrate that HDREM can act as a public level screening test. The 

simplicity of the user interface allows health care practitioners to identify patients at high risk 

of heart disease using very low-cost non-invasive attributes. The HDREM is implemented on 

mobile as well as desktop applications. 

5.8 Chapter Summary  

 

In this chapter, we introduce hyperparameter optimization techniques and their various types. 

We optimize the developed models to help health care professionals in the initial prediction and 

detection of heart disease patients that would decrease growth to critical and exorbitant diseases 

and complications. The developed heart disease risk evaluation model is built on the Jupyter 

Notebook web application, and its performance is computed through various measures like 

TPR, TNR, Accuracy, Precision, Misclassification Rate, AUROC, and cross-validation 

technique to compute the unbiased measurements.  Experimental results show random forest 

heart disease model surpasses other proposed models.  This chapter also describes components 

of the Heart Disease Risk Evaluation Model and the extracted set of risk rules for the initial 

prediction of disease. 
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CHAPTER 6 

Conclusion and Future Work 

 
  

This chapter outlines the research conclusions, discusses the research limitations, and 

illustrates the future research aspects. Predicting heart disease from diverse features is a 

multifaceted approach which is often followed by unrepresented effects. The escalated health 

care costs, repeated hospitalizations, and premature mortality have transformed heart disease 

into an epidemic worldwide [151].  Heart disease has the greatest disease burden, topping the 

charts of DALY (Disability Adjusted Life Years) and YLL (Years of Life Lost) as reported by 

the WHO [152]. Although heart disease is among the most widespread chronic condition 

leading to a tremendous rate of mortality across the globe, it is recognized as among the most 

preventable and controllable diseases [154]. Although newer diagnostic innovations have now 

turned into the standard of consideration, yet these modalities are exorbitant and operationally 

complex that limits their utilization in rural areas, in primary health care set-ups, and at 

public-level screening evaluations. By knowing the limitations of the existing systems, we 

developed a risk evaluation model that helps in the initial recognition and identification of 

heart disease victims and to achieve this objective; the research poses the question 

“Can data mining support medical specialists in the early identification and examination of 

heart disease in a public setting? 

  Researchers made decisive contributions to heart disease disorder identification using diverse 

data mining approaches, divergent datasets, different machine learning algorithms, and many 

tools; however, each design has limitations in it. The fundamental aim of this research is, in 

answering the above question; 

 To provide the medical practitioners with a public-level screening model for the untimely risk 

assessment and identification of heart disease patients with great predictive efficiency.  
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This research focuses on the following key questions to attain the objective of early prediction 

of heart disease: 

i. Can significant features in the prediction of heart disease patients be determined? 

a. Chapter 3 explains that the substantial attributes for heart disease risk evaluation are 

identifiable. 

 

ii. Can data mining techniques on non-invasive attributes be generously applied for the 

timely diagnosis of heart disease patients? 

b. Chapter 4 discusses that we can effectively apply the data mining techniques to the non-

invasive attributes to diagnose heart disease at its initial stages with significant 

predictive accuracy. 

 

iii. Could hyperparameter optimization methods be emphatically utilized to enhance the 

performance of non-invasive data features for the early prediction of heart disorder 

victims? 

c. Chapter 5 discusses we can successfully apply optimization techniques to the significant 

heart disease attributes to enhance the accuracy of the heart disease risk evaluation 

model. 

 

iv.  Can a heart disease risk evaluation model be developed, using non-invasive heart 

disease data attributes? 

d. Chapter 6 describes that a reliable heart disease risk evaluation model, using non-

invasive data attributes can be developed. 

The results from Chapters 3 to 6 that support and confirm answers to the key questions posed 

in this research work also show support for the principal question that “data mining can assist 

medical practitioners in the early detection of heart disease in a public screening 

environment.” 
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6.1 Research Conclusion 

 The existing risk tools predict heart disease using the clinical datasets having attributes and 

inputs from the multifaceted examinations conducted in the medical labs. However, none of 

the tools predicts cardiac disease based on visible risk features that can be used efficiently for 

the diagnosis. A model dependent on such risk features would support medical practitioners as 

well as it would provide victims with a message about the possible existence of cardiac 

disorder even before he/she visits a clinic or does exorbitant health inspections. These risk 

models are applicable where people lack the facilities of the integrated primary medical care 

technologies for untimely prediction and cure. 

 In this research work, the cardiac disorder risk evaluation model is developed based on non-

invasive attributes using the Jupyter notebook web application. The Kashmir heart disease 

dataset is mined using the Random Forest, K Nearest Neighbor, Support Vector Machine, 

Decision Tree and Naive Bayes classifiers to discover if an individual possessing certain 

modifiable risk features, will have the cardiac disorder or not. The specificity, sensitivity, 

precision, accuracy, misclassification rate, and AUROC score are calculated for each method 

using out-of-sample testing to check how accurately the risk evaluation model performs. The 

hyperparameter optimization is performed to obtain the optimal results out of these 

techniques. Experimental results show that the random forest model outperforms other models 

with the highest sensitivity, specificity, precision, accuracy, AUROC score, and with 

minimum misclassification rate. 

We simulate the accomplished outcomes against the prevailing research; the results obtained 

are, to the best of our perception, greater than published values in the literature.  The research 

investigated whether we can apply the data mining techniques with reliable accuracy to non-

invasive attributes to create diagnostic rules to build a public-level heart disease risk 

evaluation model. We discuss the details of the contributions of this work in below 

subsections. 

https://en.wikipedia.org/wiki/Accuracy
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6.1.1 Significant Attributes in Heart Disease Risk Evaluation 

Chapter 3 identifies the significant non-invasive risk features which are used to predict heart 

disease patients at its earliest. In this chapter, each heart disease risk attribute is weighted as 

per their importance in disease prediction by five different feature selection techniques. After 

the assignment of weight to every risk attribute by different feature selection techniques, the 

overall mean of all weights is considered for risk model development. The higher numeric 

weight value means that an attribute is significant and plays a crucial role in predicting heart 

disease patients at its initial stage. The assigned numeric weights to risk attributes are 

validated and approved by various medical domain experts. Finally, data mining techniques 

use weighted risk attributes in predicting and diagnosing heart disease patients.  

6.1.2 Significance of Non-Invasive Attributes’ in Heart Disease Risk Evaluation 

Chapters 4 and 5 recognize the importance of different non-invasive features in the prediction 

of cardiac disorder victims. The main importance of non-invasive features is that they are low-

cost attributes and can be used in public-level evaluation tests to predict victims at elevated 

risk of cardiac disorder. Chapter 5 evaluated the non-invasive attribute combinations to see 

which attribute combinations show the best performance in identifying cardiac disease 

patients at its initial stages. Table 5.7 summarizes the results of applying the proposed data 

mining techniques on different non-invasive heart disease attribute combinations. When 

investigating the effect of different combined non-invasive features in the prediction of heart 

disorder victims, the combination of (Age, Sex, Systolic BP, Diastolic BP, BMI, and 

Heredity) attribute results are very interesting and create a Public level screening test for the 

assessment of heart disease risk. 

6.1.3 Building the Heart Disease Risk Evaluation Model (HDREM) 

 Although the cardiac disorder can be diagnosed by numerous investigations like Stress Test, 
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an electrocardiogram, and cardiac angiograms; however, these modalities are costly and 

operationally complex that restrains their use in rural areas and at public-level screening 

evaluations. To overcome the drawbacks of the prevailing risk systems, we developed a risk 

evaluation model for the initial prediction and detection of heart disease is developed. In this 

research work, five different feature selection methods are applied to the Kashmir heart 

disease dataset, and their mean values are calculated to select the most favorable attributes for 

initial identification of heart disease. The five different standard classification algorithms like 

Decision Tree, Naive Bayes, Random Forest, K Nearest Neighbor, and Support Vector 

Machine are applied to carry out the experiments. The main contribution of this risk 

evaluation model is its ability to identify the risk of heart disorder victims using only low-cost 

non-invasive features. The random forest and decision tree risk rules are extracted to identify 

heart disease using only non-invasive data attributes. 

6.2 Research Limitations 

 The limitations associated with this research work are described as follows: 

i. Using only the basic data mining techniques: Random Forest, K Nearest Neighbor, 

Support Vector Machine, Decision Tree, and Naive Bayes in heart disease prediction.  

ii. Using some non-invasive attributes only while not using other non-invasive attributes 

such as Depression Level, Low Educational Status, and Ethnicity, etc. 

iii. No usability testing of the proof-of-concept evaluation tools with community-level 

screening health care providers (e.g., pharmacists). 

iv. Testing the data mining methods on the Kashmir heart disease dataset, which contains a 

small number of records and is based on specific ethnicity? 

v. Not diagnosing the different categories of heart disease like Arrhythmia and Cardiac 

arrest etc. 

 

https://www.google.com/search?rlz=1C1NDCM_enIN739IN739&q=Arrhythmia&stick=H4sIAAAAAAAAAONgFuLUz9U3MMo2yyhQ4gAxDQvSzB4xOnILvPxxT1jKYtKak9cYjbi4gjPyy13zSjJLKoVUuNigLCkuHim4Jg0GKS4uOI9nESuXY1FRRmVJRm5mIgDCI-3QaAAAAA&sa=X&ved=2ahUKEwio7frZwNfiAhUM8HMBHcbwDr8Q0EAwFXoECA0QHQ
https://www.google.com/search?rlz=1C1NDCM_enIN739IN739&q=Cardiac+arrest&stick=H4sIAAAAAAAAAONgFuLUz9U3MMo2yyhQ4gAx09NNMh4xOnILvPxxT1jKYtKak9cYjbi4gjPyy13zSjJLKoVUuNigLCkuHim4Jg0GKS4uOI9nESufc2JRSmZiskJiUVFqcQkAS3u--mwAAAA&sa=X&ved=2ahUKEwio7frZwNfiAhUM8HMBHcbwDr8Q0EAwFXoECA0QGQ
https://www.google.com/search?rlz=1C1NDCM_enIN739IN739&q=Cardiac+arrest&stick=H4sIAAAAAAAAAONgFuLUz9U3MMo2yyhQ4gAx09NNMh4xOnILvPxxT1jKYtKak9cYjbi4gjPyy13zSjJLKoVUuNigLCkuHim4Jg0GKS4uOI9nESufc2JRSmZiskJiUVFqcQkAS3u--mwAAAA&sa=X&ved=2ahUKEwio7frZwNfiAhUM8HMBHcbwDr8Q0EAwFXoECA0QGQ
https://www.google.com/search?rlz=1C1NDCM_enIN739IN739&q=Cardiac+arrest&stick=H4sIAAAAAAAAAONgFuLUz9U3MMo2yyhQ4gAx09NNMh4xOnILvPxxT1jKYtKak9cYjbi4gjPyy13zSjJLKoVUuNigLCkuHim4Jg0GKS4uOI9nESufc2JRSmZiskJiUVFqcQkAS3u--mwAAAA&sa=X&ved=2ahUKEwio7frZwNfiAhUM8HMBHcbwDr8Q0EAwFXoECA0QGQ
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6.3     Future Work 

In the future, the proposed research can be enhanced in the following directions: 

i. Investigating the performance of other robust data mining methods like Genetic 

Algorithm, Neural Networks, and Ensembling of techniques to achieve comparative 

performance results. 

ii. Studying the significance of adding other non-invasive attributes (socioeconomic level, 

Depression Level, and Ethnicity) on the performance of different data mining methods 

for the early identification of heart disease risk patients. 

iii. Identifying the significance of controlled non-invasive attributes such as weight and 

smoking on different age and sex groups in the risk estimation of heart disease. 

iv. Using heterogeneous real-world datasets having a different number of attributes, diverse 

population groups, and a huge number of records.  

v. Testing the realistic usability and acceptability of the HDREM among pharmacists and 

other community health care providers. 

vi. To develop a one-size-fits-all heart disease risk model using data mining techniques that 

could successfully prescribe a treatment plan for the disease also. 
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